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Abstract

We develop a general framework for spatial discretisations of parabolic stochastic
PDEs whose solutions are provided in the framework of the theory of regularity
structures and which are functions in time. As an application, we show that the
dynamical ®3 model on the dyadic grid converges after renormalisation to its
continuous counterpart. This result in particular implies that, as expected, the ®3
measure is invariant for this equation and that the lifetime of its solutions is almost
surely infinite for almost every initial condition.
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1 Introduction

The aim of this article is to develop a general framework for spatial discretisations
of the parabolic stochastic PDEs of the form

atU:A’U,—FF(U,g),

where A is an elliptic differential operator, £ is a rough noise, and F' is a non-linear
function in » which is affine in £. The class of spatial discretisations we work with
are of the form

8tu€ = Auf + Fe(usv ée) 3
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with the spatial variable taking values in the dyadic grid with mesh size ¢ > 0,
where A¢, £° and F© are discrete approximations of A, £ and F' respectively.

A particular example prototypical for the class of equations we are interested in
is the dynamical ®* model in dimension 3, which can be formally described by the
equation

0D =Ad+00®— B3 +¢, B0, = By() | (®3)

on the torus T3 & R/ Z)3 and for ¢ > 0, where A is the Laplace operator on T3,
® is some initial data, and ¢ is the space-time white noise over L2(R x T?), see
[PWS1].

Here, oo denotes an “infinite constant”: (<I>§) should be interpreted as the limit
of solutions to the equation obtained by mollifying ¢ and replacing co by a constant
which diverges in a suitable way as the mollifier tends to the identity. It was shown
in [Hail4] that this limit exists and is independent of the choice of mollifier. The
reason for the appearance of this infinite constant is that solutions are random
Schwartz distributions (this is already the case for the linear equation, see [DPZ14]),
so that their third power is undefined. The above notation also correctly suggests
that solutions to (®3) still depend on one parameter, namely the “finite part” of the
infinite constant, but this will not be relevant here and we consider this as being
fixed from now on.

In two spatial dimensions, a solution theory for (<I>§) was given in [AR9I,
DPDO03], see also [JLMS85] for earlier work on a closely related model. In three
dimensions, alternative approaches to (<I>§) were recently obtained in [CC13] (via
paracontrolled distributions, see [GIP15] for the development of that approach), and
in [Kup15] (via renormalisation group techniques a la Wilson).

It is natural to consider finite difference approximations to ((D%) for a number of
reasons. Our main motivation goes back to the seminal article [BFS83], where the
authors provide a very clean and relatively compact argument showing that lattice
approximations s to the ®3 measure are tight as the mesh size goes to 0. Since
these measures are invariant for the natural finite difference approximation of (<I>§),
showing that these converge to (®3) straightforwardly implies that any accumulation
point of p. is invariant for the solutions of (<I>§). These accumulation points are
known to coincide with the ®3 measure 1 [Par75], thus showing that y is indeed
invariant for (@é), as one might expect. Another reason why discretisations of (<I>§)
are interesting is because they can be related to the behaviour of Ising-type models
under Glauber dynamics near their critical temperature, see [SG73, GRS75]. See
also the related result [MW14] where the dynamical <I>‘21 model is obtained from
the Glauber dynamic for a Kac-Ising model in a more direct way, without going
through lattice approximations. Similar results are expected to hold in three spatial
dimensions, see e.g. the review article [GLP99].

We will henceforth consider discretisations of ((I>§) of the form

d
%¢5:A5¢>€+C€¢5—(¢>8)3+55, (0,) = B5(), (P5.)
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on the dyadic discretisation T2 of T with mesh size ¢ = 2~ for N € N, where
df € RTZ, A® is the nearest-neighbour approximation of the Laplacian A, and
£° is a spatial discretisation of £. We construct these discretisations on a common
probability space by setting

def

Etm) = e (6 ), L gjzepp) (@) ERX T, (1.1)

where || denotes the supremum norm of x € R3. Our results are however flexible
enough to easily accommodate a variety of different approximations to the noise
and the Laplacian.

Existence and uniqueness of global solutions to (@%75) for any fixed e > 0
follows immediately from standard results for SDEs [Has80, IW89]. Our main
approximation result is the following, where we take the initial conditions ®f to be
random variables defined on a common probability space, independent of the noise
£. (We could of course simply take them deterministic, but this formulation will be
how it will then be used in our proof of existence of global solutions.)

Theorem 1.1. Let & be a space-time white noise over L2(R x T?) on a probability
space (0, F,P), let &y € C"(RY) almost surely, for some n > —%, and let ®
be the unique maximal solution of (<I>§) on [0, T*]. Let furthermore A% be the
nearest-neighbour approximation of A, let ®f R be a random variable on the
same probability space, let ¢ be given by (1.1), and let D¢ be the unique global

solution of ((I>§7E). If the initial data satisfy almost surely
lim || ®o; @G|y =0,
e—0 ¢

then for every a < —% there is a sequence of renormalisation constants C® ~
e lin (@%75) and a sequence of stopping times I satisfying lim._,o 1. = T™ in
probability such that, for every i < n A «, and for any § > 0 small enough, one
has the limit in probability

lim ||®; ®°||), =0. (1.2)
e—0 Cﬁ:TE
As a corollary of this convergence result and an argument along the lines of
[Bou94], we have the following result, where we denote by p the <I>§ measure on
the torus.

Corollary 1.2. For p-almost every initial condition ®y and for every T' > 0, the
solution of (@%) constructed in [Hail4] belongs to Cg’a([O, T], TS), for b, a and 7
as in (1.2). In particular, this yields a Markov process on C*(T3) which admits p
as an invariant measure.

In order to prove this result, we will use regularity structures, as introduced in
[Hail4], to obtain uniform bounds (in €) on solutions to (@%76) by describing the
right hand side via a type of generalised “Taylor expansion” in the neighbourhood
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of any space-time point. The problem of obtaining uniform bounds is then split into
the problem of on the one hand obtaining uniform bounds on the objects playing the
role of Taylor monomials (these require subtle stochastic cancellations, but are given
by explicit formulae), and on the other hand obtaining uniform regularity estimates
on the “Taylor coefficients” (these are described implicitly as solutions to a fixed
point problem but can be controlled by standard Banach fixed point arguments).

In order to treat the discretised equation (@%75), we introduce a discrete analogue
to the concept of “model” introduced in [Hail4] and we show that the corresponding
“reconstruction map” satisfies uniform bounds analogous to the ones available in
the continuous case. One technical difficulty we encounter with this approach is
that the set-up is somewhat asymmetric since time is continuous while space is
discrete. Instead of considering a fixed model as in [Hail4], we will consider a
family of models indexed by the time parameter and satisfying a suitable regularity
property. This idea requires some modification of the original theory, in particular
of the “abstract integration” operation [Hail4, Sec. 5] and of the corresponding
Schauder-type estimates.

As this article was nearing its completion, Zhu and Zhu [ZZ15] independently
obtained the convergence of solutions to (<I>§7€) to those of (%) using different
methods. Additionally, Gubinelli and Perkowski [GP15] recently obtained a similar
result for the KPZ equation. One advantage of the approach pursued here is that it is
quite systematic and that many of our intermediate results do not specifically refer to
the <I>§ model. This lays the foundations of a systematic approximation theory which
can in principle be applied to many other singular SPDEs, e.g. stochastic Burgers-
type equations [Haill, HMW14, HM14], the KPZ equation [KPZ86, BG97, Hail3],
or the continuous parabolic Anderson model [Hail4, HL.15].

Acknowledgements
Structure of the article

In Section 2 we introduce regularity structures and inhomogeneous models (i.e.
models which are functions in the time variable). Furthermore, we prove here
the key results of the theory in our present framework, namely the reconstruction
theorem and the Schauder estimates. In Section 3 we provide a solution theory for a
general parabolic stochastic PDE, whose solution is a function in time. Section 4
is devoted to the development of a discrete analogue of inhomogeneous models,
which we use in Section 5 to analyse solutions of discretised stochastic equations.
In Section 6 we analyse models, built from a Gaussian noise. Finally, in Section 7,
we prove Theorem 1.1 and Corollary 1.2.

Notations and conventions

Throughout this article, we will work in R4*! where d is the dimension of space
and 1 is the dimension of time. Moreover, we consider the time-space scaling
s = (s09,1,...,1) of R*! where sy > 0 is an integer time scaling and 5; = 1,

fori = 1,...,d, is the scaling in each spatial direction. We set |s| e Zg:o 5,
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denote by |z| the £>°-norm of a point z € R, and define ||z|s = [t|'/*0 V |z]| to

be the s-scaled ¢>°-norm of z = (t,z) € R%!. For a multiindex £ € N%t! we
define |k|s e Z?:o s;k;, and for k € N¢ with the scaling (1, ..., 1) we denote the
respective norm by |k|. (Our natural numbers N include 0.)

For r > 0, we denote by C"(R%) the usual Holder space on R?, by Co (R%) we
denote the space of compactly supported C"-functions and by B (R%) we denote
the set of C"-functions, compactly supported in B(0, 1) (the unit ball centered at the
origin) and with the C"-norm bounded by 1.

For ¢ € By(R%), A > 0 and z,y € R? we define (1) = A%\~ (y — x)).
For o < 0, we define the space C*(R%) to consist of ¢ € S’(R?), belonging to the
dual space of the space of C-fucntions, with > —| |, and such that

[¢llca = sup sup sup A(C, )| < oo (1.3)
pEB) xeRd Ae(0,1]

Furthermore, for a function R > ¢ — (; we define the operator 6% by

=G — s, (1.4)

and for 6 > 0,7 < 0and T > 0, we define the space Cg’o‘([O, T, Rd) to consist of
the functions (0, 7] 3>t — (; € C(RY), such that the following norm is finite
185t

]|t,5|0 m s (15)

¢l g5 & sup [ty "[Cellea +  sup
T te(0,T1] (0,

s#te(0,T

def def

where [t|o = [t|1/*0 A1 and |t, s|o = |t|o A |s]o.

Sometimes we will need to work with space-time distributions with scaling s.
In order to describe their regularities, we define, for a test function ¢ on R4t for
A>0andz, z € R4,

e (2) AN TBlpAT0 () — 200, A1 EL = 21), - AT G — 2z0)) s (16)

and we define the space C?(Rdﬂ) similarly to C*(R%), but using the scaled func-
tions (1.6) in (1.3).

In this article we will also work with discrete functions (° € RA? on the dyadic
grid A C R? with the mesh size ¢ = 27 for N € N. In order to compare
them with their continuous counterparts ( € Ca(Rd) with o < 0, we introduce the
following “distance”

16 CENS2 E sup sup sup A[C ¢0) — (€5, o)l
pEB) 2eR4 A€[e,1]

where (-, -). is the discrete analogue of the duality pairing on the grid, i.e.

oD [ CoRoa s Y Coge. D

yeAd
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For space-time distributions / functions ¢ and (¢, for > 0 and n < 0, we define

. B B 58’tC§ 5s,t<e -
1G IO sup G Cllent+ sup s, ¢l leas 1 5)
te(0,17]

o sAeO.T] (|t — s|V/50 v )
where [t|. = |t|o V € and |s,t|. = |s|. A |t|.. Furthermore, we define the norm
1¢° H(E), in the same way as in (1.3) and (1.5), but using the discrete pairing (1.7).

n,T
Finally, we denote by % and x. the convolutions on R and R x A¢ respec-
tively, and by x < y we mean that there exists a constant C' independent of the
relevant quantities such that x < Cy.
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2 Regularity structures

In this section we recall the definition of a regularity structure and we introduce the
inhomogeneous models used in this article, which are maps from R (the time coor-
dinate) to the usual space of models as in [Hail4, Def. 2.17], endowed with a norm
enforcing some amount of time regularity. Furthermore, we define inhomogeneous
modelled distributions and prove the respective reconstruction theorem and Schauder
estimates. Throughout this section, we work with the scaling s = (sg, 1,...,1) of
R, but all our results can easily be generalised to any non-Euclidean scaling in
space, similarly to [Hail4].

2.1 Regularity structures and inhomogeneous models

The purpose of regularity structures, introduced in [Hail4] and motivated by
[Lyo98, Gub04], is to generalise Taylor expansions using essentially arbitrary func-
tions/distributions instead of polynomials. The precise definition is as follows.

Definition 2.1. A regularity structure 7 = (T, G) consists of two objects:

e A model space T, which is a graded vector space 7 = @, 4 Ta» Where
each 7, is a (finite dimensional in our case) Banach space and A C R is a
finite set of “homogeneities”.

o A structure group G of linear transformations of 7, such that for every
I' € G,every a € Aandevery 7 € 7, one has 't — 7 € T, with

def
7-<a = @B<a 7/-8

In [Hail4, Def. 2.1], the set A was only assumed to be locally finite and bounded
from below. Our assumption is more strict, but does not influence anything in the
analysis of the equations we consider. In addition, our definition rules out the
ambiguity of topologies on 7.
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Remark 2.2. One of the simplest non-trivial examples of a regularity structure is
given by the “abstract polynomials” in d + 1 indeterminates X;, with¢ =0, ...,d.
The set A in this case consists of the values o € N such that @ < r, for some
r < oo and, for each o € A, the space 7, contains all monomials in the X; of
scaled degree . The structure group Gpoly is then simply the group of translations
in R acting on X* by h +— (X — h)¥.

We now fix 7 > 0 to be sufficiently large and denote by 7,01y the space of such
polynomials of scaled degree 7 and by Fpoly the set {X* : |k|s < 7}. We will
only ever consider regularity structures containing 7,01y as a subspace. In particular,
we always assume that there’s a natural morphism G — G,y compatible with the
action of Gpory 0N Tpoly — 7T

Remark 2.3. For 7 € T we will write Q7 for its canonical projection onto 7,

and define ||7||o = ||Qq]|. We also write O, for the projection onto T, etc.

Another object in the theory of regularity structures is a model. Given an
abstract expansion, the model converts it into a concrete distribution describing its
local behaviour around every point. We modify the original definition of model in
[Hail4], in order to be able to describe time-dependent distributions.

Definition 2.4. Given a regularity structure .7 = (T, G), an inhomogeneous model

(IL, T, ) consists of the following three elements:
e A collection of maps I'* : R? x R? — G, parametrised by ¢ € R, such that
r,=1, TLI =TI

Y- Yz Tz

2.1

for any x,7,z € R?and t € R, and the action of F;y on polynomials is
given as in Remark 2.2 with h = (0, y — z).
e A collection of maps ¥, : R x R — G, parametrized by z € R%, such that,
for any 2 € R? and s,7,t € R, one has
=1, RRy=xY, ST, =TLY, @2
and the action of 35! on polynomials is given as in Remark 2.2 with h =
(t —s,0).
e A collection of linear maps H; . T — S'(RY), such that
o =TT, XOP)) =@-oF, @x%P)y =0, 23)
forall x,y € Rt € R, k € N ko € N such that ky > 0.

Moreover, for any v > 0 and every 7" > 0, there is a constant C' for which the
analytic bounds

(LT, 00| < C|7||A", T, 7 llm < Clirlllz —y/™™,  (2.40)
15557 || < Cl7]l[E — 5|50 (2.4b)
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hold uniformly over all 7 € 7;, withl € Aand [ < ~, all m € A such that m < [,
all A € (0,1], all p € By(R?) with r > —|min.A|, and all t,s € [T, T] and
z,y € R%such that |t —s| < land |z —y| < 1.

In addition, we say that the map II has time regularity 6 > 0, if the bound

(I, = T)7, )] < Clirllft — s|/%0N =0, (2.5)
holds for all 7 € 7; and the other parameters as before.

Remark 2.5. For a model Z = (IL,T', %), we denote by ||II||,.7, ||T'||,;7 and
| X7 the smallest constants C' such that the bounds on II, I" and ¥ in (2.4a) and
(2.4b) hold. Furthermore, we define

def

|||Z|||7;T = HHH’Y%T + ”FH“/;T + HEH’WT :

If Z = (I, T, X) is another model, then we also define the “distance” between two
models

def

”’ZS ZHH;T - HH - ﬁHv;T + HF - 1_ﬂ”v;T + HE - iH’Y?T : (2.6)

We note that the norms on the right-hand side still make sense with I and X viewed

as linear maps on 7. We also set ||TI||5. = ||TI||..7 + C, where C'is the smallest

constant such that the bound (2.5) holds, and we define

def

1215 = [Tl + 1Ty + X7 -

Finally, we define the “distance” || Z; Z||

8,y as in (2.6).

Remark 2.6. In [Hail4, Def. 2.17] the analytic bounds on a model were assumed
to hold locally uniformly. In the problems which we aim to consider, the models
are periodic in space, which allows us to require the bounds to hold globally.

Remark 2.7. For a given model (I, I", 3) we can define the following two objects

(M), 9) = AEZIT)@W) s Coapem = DXy = S8T5,, Q27
for 7 € T (Of course, in general we cannot fix the spatial point y in the definition
of I1, and we should really write (I 4)7)(s, ))(¢) = (IIEX57)(¢) instead, for
any test function ¢, but the notation (2.7) is more suggestive.) One can then easily
verify that the pair (II, I') is a model in the original sense of [Hail4, Def. 2.17].

2.2 Inhomogeneous modelled distributions

Modelled distributions represent abstract expansions in the basis of a regularity
structure. In order to be able to describe the singularity coming from the behaviour
of our solutions near time 0, we introduce inhomogeneous modelled distributions
which admit a certain blow-up as time goes to zero.
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Given a regularity structure .7 = (7, G) with a model Z = (II, T, X), values
v,n € R and a final time 7' > 0, we consider maps H : (0,7] x RY — 7., and
define

def

I—
|| H | Sup sup sup |t|g 77)VOHHt(:E)Hl

te(0,T] zeR4d 1<y

R

|Hy(z) — %, Huy)|lu (2.8)

)

4+ sup sup sup P ]
t€(0,T] z#£yecR® 1<y Ity |z —y[~
lz—y|<1

where [ € A in the third supremum. Then the space D);" consists of all such
functions H, for which one has

of | Hi(x) — S Hy ()|,

|H | n:1 < \H T+ sup  sup sup =

” m’Yﬂ ‘ HV” sAE(0.T] zeRd I<y |t,8‘g 7“ _ S’(’y—l)/so
|t‘—s|§|t,s|(§)0

(2.9)
The quantities ||y and |¢, s|o used in these definitions were introduced in (1.5).
Elements of these spaces will be called inhomogeneous modelled distributions.

Remark 2.8. The norm in (2.9) depends on I' and 3., but does not depend on 1I;
this fact will be crucial in the sequel. When we want to stress the dependency on
the model, we will also write D2"(Z).

Remark 2.9. In contrast to the singular modelled distributions from [Hail4, Def. 6.2],
we do not require the restriction |z — y| < [t, s|o in the second term in (2.8). This
is due to the fact that we consider the space and time variables separately (see the
proof of Theorem 2.21, where this fact is used).

Remark 2.10. Since our spaces D}J" are almost identical to those of [Hail4], the
multiplication and differentiation results from [Hail4, Sec. 6] hold also for our
definition.

To be able to compare two modelled distributions H € D%’"(Z yand H €
D:"(Z), we define the quantities

i y . i
|H; H |l = sup sup sup [t|g ™"V Hy(x) — Hy(),
te(0,T] xeR4 I<y
t s sup sup 1@ = Doy Hiw) = i) + Ty Bl

te(0.T po£ycRe 1< Ity "z =yt
lz—y|<1

_ e _
\HH, Hm%n;T = HH, HH%n;T

I

+  sup  sup sup | Hy(x) — B Hy(x) — Hy(x) + 55 Hy(2)||s

s#E(0,T] zeR? 1<y It,s|0" 7|t — s|(v=D/s0
[t—s|<|t,s|g°

The “reconstruction theorem” is one of the key results of the theory of regularity
structures. Here is its statement in our current framework.
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Theorem 2.11. Let 7 = (T, G) be a regularity structure with o 2 min A < 0
and Z = (II,T', X)) be a model. Then, for everyn € R, v > 0and T > 0, there
is a unique family of linear operators R; : D%’W(Z ) = CY(R™), parametrised by
t € (0,T, such that the bound

’<Rth - H;;Ht(x)a ‘Pg/»’ S Av’t’g_WHHH%n;THH

[ (2.11)

holds uniformly in H € DJ}"(Z), t € (0,T], x € R% X € (0,1] and ¢ € By(RY)
withr > —|«].

If furthermore the map 11 has time regularity § > 0, then, for any 6 € (0,6)
such that 6 < (m — ¢) for all ¢, m € ((—o0,~) N A) U {~} such that { < m, the
function t — R Hy satisfies

IRH| S

o 5. (1A 1Sl I H Nl i - (2.12)
n—,T
Let Z = (I, T, ) be another model for the same regularity structure, and let
R be the operator as above, but for the model Z. Moreover; let the maps 11 and 11
have time regularities § > 0. Then, for every H € D):"(Z) and H € D}"(Z), the
maps t — RyH; and t — Ry H; satisfy

|RH - R ;. < IH; A

n—y,T

”YJ];T + |||Z§ Z”

67T » (2 13)

for any 6 as above, and where the proportionality constant depends on || H ||, .,
NH Wy s 1 ZN5.:7 and | 2|57

Proof. Existence and uniqueness of the maps R, as well as the bound (2.11),
follow from [Hail4, Thm. 3.10]. The uniformity in time in (2.11) follows from the
uniformity of the corresponding bounds in [Hail4, Thm. 3.10].

To prove that ¢ — R;H; belongs to Cf]fv([o, T1,R%), we will first bound
(R Hy, gi‘), for A € (0,1], z ¢ R%and p € BS(Rd). Using (2.11) and properties
of IT and H we get

(RiHy, 03)| < [(RyH, — L Hy(x), 03)| + [(ITL Hy(), 03)]
SNWET+ >0 A s ag,
CE€la,y)NA

where the proportionality constant is affine in || H || ;.1
homogeneity in A.
In order to obtain the time regularity of ¢t — R, H;, we show that the distribution
;t < HggHt(x) — II? Hs(x) satisfies the bound

|IT|| 4,7, and v is the minimal

x x

|< st 5t,Q)‘>’ S, |t _ 8’5/50|S,t’g_7’x _ y"yfgfa)\a 7 (2.15)

uniformly over all z,y € R such that A < |x —y| < 1,all s,t € R, and for any
value of § as in the statement of the theorem. To this end, we consider two regimes:
|z —y| < |t — s/ and |z — y| > |t — 5|/,
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In the first case, when |z — y| < [t — s|1/50, we write, using Definition 2.4,
Sb— ¢ =T, (H(@) — T, Hy(y)) — 15 (Hs(2) — T3, Hy(y)) (2.16)
T Y T t 2yt Y T s zytis\Y)) .
and bound these two terms separately. From the properties (2.4a) and (2.9) we get
(I (Hi(a) = Thy Hi@)), o) S D X[ Huw) = T Hi)l
CE[a,mNA
S D Nle—y TG S A -y T @17
¢€la,mNA
where we have exploited the condition |z — y| > \. Recalling now the case we
consider, we can bound the last expression by the right-hand side of (2.15). The
same estimate holds for the second term in (2.16).
Now, we will consider the case |z — | > |t — s|'/%. In this regime we use the
definition of model and write
=G = (G — 1) (He(2) — Tgy Hi(y) + 15 (1 = 33 (He(@) — T, Hu(y)
— I3 (Hy(z) — S5 Hy(2)) + 115 (Ho(y) — S5 Hy(y)) - (2.18)

The first term can be bounded exactly as (2.17), but using this time (2.5), i.e.
(T}, — T15) (Hy(x) — T4, Hiy)), o)) S A e — y|?~tlg |t — s[5 .

In order to estimate the second term in (2.18), we first notice that from (2.4b)
and (2.9) we get

(1= S5h (Hy@) = TL Hi@) e S ) [t = 8|9 | Hy(@) — Thy Hy (@) |m
C<m<w_ . : (219)
< Y = s — y Y S e — 8|0 — y PO

~

(<m<y

for any 6 < min,,>¢e4(m — ¢), where we have used the assumption on the time
variables. Hence, for the second term in (2.18) we have

[(IT5(1 — S8 (Hy(x) — T, Hy(y)), 03)]
S|t — s[5t n Z Az —y[ 70
<y

Since |x — y| > A and ¢ > «, the estimate (2.15) holds for this expression.
The third term in (2.18) we bound using the properties (2.4a) and (2.9) by

(I (H(2) — S5 Hy(2), 00)] S > A Ho(w) — 35 Hy(@)||¢
<y

DRI e
<y

(2.20)
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It follows from |z — y| > A, |z — y| > |t — s|'/%° and ¢ > «, that the latter can be
estimated as in (2.15), when 6 < min{y — ¢ : ¢ € A, ¢ < v}. The same bound
holds for the last term in (2.18), and this finishes the proof of (2.15).

In view of the bound (2.15) and [Hail4, Prop. 3.25], we conclude that

(ReH; — RoH, — G, o0)| < [t — s|3/50 X705, 4177 | (2.21)

xT ~

uniformly over s,¢ € R and the other parameters as in (2.11). Thus, we can write
(ReH; = RoHs, 03) = (ReHy — RoHs — (5, 03) + (G 02)
where the first term is bounded in (2.21). The second term we can write as

(3 o) = (I, — I03) He(a), ) + (I (Hi(2) — S5 Hy(@)), 07)
+ (I (27 — 1) Hy(2), 03)

which can be bounded by [t — s|%/%0X>=3|s t|7~7, using (2.5), (2.20) and (2.4b).
Here, in order to estimate the last term, we act similarly to (2.19). Combining all
these bounds together, we conclude that

(ReH; — RoHy, 02)| S [t — /50X s, 8177, (2.22)

~

which finishes the proof of the claim.
The bound (2.13) can be shown in a similar way. More precisely, similarly to
(2.14) and using [Hail4, Eq. 3.4], we can show that

(RoH, — RoHy, o)) S A8 (T 1 H]

T+ HH - ﬁ”’y;TWﬁ”Hm;T)'

Denoting ¢ ] ﬁftﬁt(x) — ﬁif[ s(x) and acting as above, we can prove an analogue

of (2.21):

’<Rth - ﬁtgt - RsHs + 7?/SFIS - ;t + E;ta Qé”
S 1t — sl XT s, {07 (1 e + 12 2l )

with the values of § as before. Finally, similarly to (2.22) we get

|<Rth - ﬁth - 7?/s}Is + ﬁsH& Q§>| 5 |t - 8’5/50)‘a_6|87 t|6]*’¥
 (1H; Hlly e + 1125 Zlls:7) »

which finishes the proof. O

Definition 2.12. We will call the map R, introduced in Theorem 2.11, the recon-
struction operator, and we will always postulate in what follows that R; = 0, for
t <0.

Remark 2.13. One can see that the map 7~2(t, 9 4 R:(-) is the reconstruction

operator for the model (2.7) in the sense of [Hail4, Thm. 3.10].
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2.3 Convolutions with singular kernels

In the definition of a mild solution to a parabolic stochastic PDE, convolutions with
singular kernels are involved. In particular Schauder estimates plays a key role. To
describe this on the abstract level, we introduce the abstract integration map.

Definition 2.14. Given a regularity structure .7 = (7,G), alinearmapZ : T — T
is said to be an abstract integration map of order 8 > 0 if it satisfies the following
properties:
e Onehas T : 7T, — Tm4s, forevery m € Asuch thatm + 3 € A.
e For every 7 € Tpoly, one has Z7 = 0, where Tp,1y C T contains the polyno-
mial part of 7 and was introduced in Remark 2.2.
e Onehas II't —I'ZT € Tyory, forevery 7 € T and I' € G.

Remark 2.15. The second and third properties are dictated by the special role
played by polynomials in the Taylor expansion. One can find a more detailed
motivation for this definition in [Hail4, Sec. 5]. In general, we also allow for the
situation where Z has a domain which isn’t all of 7.

Now, we will define the singular kernels, convolutions with which we are going
to describe.

Definition 2.16. A function K : R\ {0} — R is regularising of order 8 > 0,
if there is a constant r > 0 such that we can decompose

K=Y K™, (2.23)

n>0

in such a way that each term K™ is supported in {z € R4 : ||z||s < 27"} for
some ¢ > 0, satisfies

‘DkK(n)(Zﬂ < 9(ls|=B+[k[s)n 7 (2.24)

for every multiindex & with |k|; < r, and annihilates every polynomial of scaled
degree r. (See [Hail4, Sec. 5] for more details.)

Now, we will describe the action of a model on the abstract integration map.
When it is convenient for us, we will write K¢(x) = K (z), for z = (¢, x).

Definition 2.17. Let Z be an abstract integration map of order S for a regularity
structure J = (T,G), let Z = (I, T, X) be a model and let K be regularising of
order 8 with r > —|min.A|. We say that Z realises K for Z, if for every a € A
and every 7 € 7, one has the identity

L (T4 Joar) ) = [ (ESET K= ds, 225)
R
where [J; .7 is defined by
def Xk s yst k
Joa™ =Y o R<H$E$ 7, D*K;_s(x — ) ds , (2.26)

|k|s<a+p
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where k& € N%*! and the derivative D* is in time-space. Moreover, we require that

thy(I+ jt,y) = (Z + tﬂ,x)l—\txy ’

2.27)
ST+ Fow) = (T + Toa) 3

forall s,¢ € Rand z,y € R%

Remark 2.18. We define the integrals in (2.25) and (2.26) as sums of the same
integrals, but using the functions K™ from the expansion (2.23). Since these
integrals coincide with those from [Hail4] for the model (2.7), it follows from
[Hail4, Lem. 5.19] that these sums converge absolutely, and hence the expressions
in (2.25) and (2.26) are well defined.

Remark 2.19. The identities (2.27) should be viewed as defining ngZT and X877
in terms of F;yT, ¥5tr, and (2.26).

With all these notations at hand we introduce the following operator acting on
modelled distribution H € D."(Z) with v + 8 > 0:

def

(K, H) () & TH (@) + Ty Hi) + (N H) () - (2.28)

Here, the last term is 701y-valued and is given by

. Xk
(N, H),(2) = Z . /R (ReH,—IIE X3 Hy(x), DY Ky o(x—-)) ds , (2.29)
|kls<v+8 '

where as before & € N*! and the derivative D* is in time-space (see Defini-
tion 2.12 for consistency of notation).

Remark 2.20. It follows from Remark 2.13 and the proof of [Hail4, Thm. 5.12],
that the integral in (2.29) is well-defined, if we express it as a sum of the respective
integrals with the functions K in place of K. (See also the definition of the
operator R in [Hail4, Sec. 7.1].)

The modelled distribution K, H represents the space-time convolution of H
with K, and the following result shows that this action “improves” regularity by S.

Theorem 2.21. Let 7 = (T, G) be a regularity structure with the minimal homo-
geneity «, let T be an abstract integration map of an integer order 3 > 0, let K
be a singular function regularising by 3, and let Z = (I1, T, ¥) be a model, which
realises K for I. Furthermore, lety > 0,7 < 7, n > —s0, 7 < N+59, v+ 5 ¢ N,
a+ B >0andr > —|a|, r > v+ B in Definition 2.16.

Then K., maps D"(Z) into D}(Z), where ¥ =y + 3, 7 = n A a + B, and
for any H € D"(Z) the following bound holds

1K H 5,70 S N H

Tl

Xl (X + [Tl + [Ell5r) - (2.30)
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Furthermore, for every t € (0,7, one has the identity
t
Re(ICy H) () = / (RuH, Kos(x — ) ds (2.31)
0

Let Z = (II,T, E_))ibe another model realising K for I, which satisfies the same
assumptions, and let K, be defined by (2.28) for this model. Then one has

VG H: Koy Bl e < W e+ 175 Zlr 232
forall H € Dp"(Z) and H € DJ'(Z). Here, the proportionality constant depends
on |H||yn | H|lym7 and the norms on the models Z and Z involved in the

estimate (2.30).

Proof. In view of Remarks 2.7 and 2.13, the required bounds on the components
of (KyH)¢(x) and (K, H )i (x) — E?(ICWH )s(x), as well as on the components of
Ky H)i(y) — FZI(ICWH )¢(x) with non-integer homogeneities, can be obtained in
exactly the same way as in [Hail4, Prop. 6.16]. (See the definition of the operator
R in [Hail4, Sec. 7.1].)

In order to get the required bounds on the elements of (X, H )t(:p)—thy (KyH)(y)
with integer homogeneities, we need to modify the proof of [Hail4, Prop. 6.16].
The problem is that our definition of modelled distributions is slightly different than
the one in [Hail4, Def. 6.2] (see Remark 2.9). That’s why we have to consider
only two regimes, c2~"*1 < |z — y| and 27! > |z — g, in the proof of [Hail4,
Prop. 6.16], where c is from Definition 2.16. The only place in the proof, which
requires a special treatment, is the derivation of the estimate

‘ / (ReH, — TS Hy(x), DFK™ (2 — ) ds| < 2Ukls=r=8m 1=
R

which in our case follows trivially from Theorem 2.11 and Definition 2.16. Here
is the place where we need 7 — 1 < s¢, in order to have an integrable singularity.
Here, we use the same argument as in the proof of [Hail4, Thm. 7.1] to make sure
that the time interval does not increase.

With respective modifications of the proof of [Hail4, Prop. 6.16] we can also
show that (2.31) and (2.32) hold. ]

3 Solutions to parabolic stochastic PDEs

We consider a general parabolic stochastic PDE of the form
du = Au+ F(u,§) , u(0, ) = uo() , 3.1

on R X R<, where ug is the initial data, ¢ is a rough noise, F' is a function in u
and &, which depends in general on the space-time point z and which is affine in
&, and A is a differential operator such that 0; — A has a Green’s function G, i.e.
G is the distributional solution of (9, — A)G = §y. Then we require the following
assumption to be satisfied.
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Assumption 3.1. The operator A is given by Q(V), for Q a homogeneous polyno-
mial on R? of some even degree 3 > 0. Its Green’s function G : R4\ {0} — R
is smooth, non-anticipative, i.e. Gy = 0 fort < 0, and for A > 0 satisfies the
scaling relation

MGys,(\x) = Gy(x) .

Remark 3.2. One can find in [Hor55] precise conditions on () such that G satisfies
Assumption 3.1.

In order to apply the abstract integration developed in the previous section, we
would like the localised singular part of G to have the properties from Definition 2.16.
The following result, following from [Hail4, Lem. 7.7], shows that this is indeed
the case.

Lemma 3.3. Let us consider functions u supported in Ry x R® and periodic in
the spatial variable with some fixed period. If Assumption 3.1 is satisfied with some
B > 0, then we can write G = K + R, in such a way that the identity

(Gru)(z) = (K xu)(z) + (Rxu)(z),

holds for every such function u and every z € (—o0,1] x RY, where x is the
space-time convolution. Furthermore, K has the properties from Definition 2.16
with the parameters 3 and some arbitrary (but fixed) value r, and the scaling
s = (B,1,...,1). The function R is smooth, non-anticipative and compactly
supported.

In particular, it follows from Lemma 3.3 that for any v > 0 and any periodic
¢; € C*(R%), with t € R and with probably an integrable singularity at t = 0, we
can define

def Xk
(RO, @ Y o /R (Coy DE Ry (= ) ds | (3:2)

‘k‘s <7
where k£ € N9t! and DF is taken in time-space.

3.1 Regularity structures for locally subcritical stochastic PDEs

In this section we provide conditions on the equation (3.1), under which one can
build a regularity structure for it. More precisely, we consider the mild form of
equation (3.1):

u=Gx*F(u,&)+ Sug , (3.3)

where * is the space-time convolution, S is the semigroup generated by A and G is
its fundamental solution. We will always assume that we are in a subcritical setting,
as defined in [Hail4, Sec. 8].

It was shown in [Hail4, Sec. 8.1] that it is possible to build a regularity structure
T = (T, G) for a locally subcritical equation and to reformulate it as a fixed point
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problem in an associated space of modelled distributions. We do not want to give a
precise description of this regularity structure, see for example [Hail4, Hail5] for
details in the case of <I>§. Let us just mention that we can recursively build two sets
of symbols, F and U. The set F contains =, 1, X, as well as some of the symbols
that can be built recursively from these basic building blocks by the operations

T I(7), (1,7)—> 7T, (3.4)

subject to the equivalences 77 = 77, 17 = 7, and Z(X*) = 0. These symbols are
involved in the description of the right hand side of (3.1). The set &/ C F on the
other hand contains only those symbols which are used in the description of the
solution itself, which are either of the form X* or of the form Z(7) with 7 € F. The
model space 7T is then defined as span{7 € F : |7| < r} for a sufficiently large
r > 0, the set of all (real) linear combinations of symbols in F of homogeneity
|7| < r, where T — |7| is given by

11=0, |Xi|=1, |El=«, |ZMD|=|7|+8, |r7l=|7l+|7]. 3.5

In the situation of interest, namely the <I>§ model, one chooses § = 2and o = — % —K
for some x > 0 sufficiently small. Subcriticality then guarantees that 7 is finite-
dimensional. We will also write 7, for the linear span of I/ in 7.

One can also build a structure group G acting on 7 in such a way that the
operation Z satisfies the assumptions of Definition 2.14 (corresponding to the con-
volution operation with the kernel K), and such that it acts on 71y by translations
as required.

Let now Z be a model realising K for Z, we denote by R, K5 and R, the
reconstruction operator, and the corresponding operators (2.28) and (3.2). We also
use the notation P = K5 + R,R for the operator representing convolution with
the heat kernel. With these notations at hand, it was shown in [Hail4] that one can
associate to (3.3) the fixed point problem in D;"(Z) given by

U=PFU)+ Sug , (3.6)

for a suitable function (which we call again F") which “represents” the nonlinearity
of the SPDE in the sense of [Hail4, Sec. 8] and which is such that ZF'(7) € T for
every 7 € Ty. In our running example, we would take

F(r)= —Q<o(™) + =, (3.7)

where Q< denotes the canonical projection onto 7<q as before!. The problem
we encounter is that since we impose that our models are functions of time, there
exists no model for which I1,= = £ with ¢ a typical realisation of space-time white
noise. We would like to replace (3.6) by an equivalent fixed point problem that
circumvents this problem, and this is the content of the next two subsections.

'The reason for adding this projection is to guarantee that ZF maps 7Tz, into 7, since we truncated
T at homogeneity .
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3.2 Truncation of regularity structures

In general, as just discussed, we cannot always define a suitable inhomogeneous
model for the regularity structure .7 = (7,G), so we introduce the following
truncation procedure, which amounts to simply removing the problematic symbols.

Definition 3.4. Consider a set of generators F#" C F such that Fpoly C F2" and

such that 72" = span{r € F&" : |7| < r} C T is closed under the action of G.

We then define the corresponding generating regularity structure 78" = (T8 G).

Moreover, we define F as the subset of F generated by F&" via the two
operations (3.4), and we assume that 72" was chosen in such a way that f C F,
with U as in the previous section. Finally, we define the fruncated regularity
structure 7 = (T,G) with T = span{r € F : || <r} C T.

Remark 3.5. Note that .7 is indeed a regularity structure since T is automatically
closed under G. This can easily be verified by induction using the definition of G
given in [Hail4].

A set FE" with these properties always exists, because one can take either
FEN = For F&" = {E} U Fpory. In both of these examples, one simply has
F=F , but in the case of ((I>§), it turns out to be convenient to make a choice for
which this is not the case (see Section 7 below).

3.3 A general fixed point map

We now reformulate (3.1), with the operator A such that Assumption 3.1 is sat-
isfied, using the regularity structure from the previous section, and show that the
corresponding fixed point problem admits local solutions. For an initial condition
ug in (3.1) with “sufficiently nice” behavior at infinity, we can define the function
Siug : RY — R, which has a singularity at t = 0, where as before S; is the semi-
group generated by A. In particular, we have a precise description of its singularity,
the proof of which is provided in [Hail4, Lem. 7.5]:

Lemma 3.6. For some n < 0, let ug € C"(RY) be periodic. Then, for every vy > 0
and every T > 0, the map (t,x) — Siug(x) can be lifted to D%’n via its Taylor
expansion. Furthermore, one has the bound

IS0

v T S luollen - (3.8)

Before reformulating (3.1), we make some assumptions on its nonlinear term F'.
For a regularity structure .7 = (T, G), let Z = (T, G) be as in Definition 3.4 for a
suitable set F&. In what follows, we consider models on .7 and denote by D"
the respective spaces of modelled distributions. We also assume that we are given
a function F': Ty — T as above (for example (3.7)), and we make the following
assumption on F'.

For some fixed ¥ > 0, n € R we choose, for any model Z on 7, elements
Fo(2),1y(2) € D;’W(Z) such that, for every z, Iy(z) € 72, Io(z) — TFo(2) € Tpoly
and such that, setting

def

F(z,7) E F(z,7) — Fo(2) (3.9)
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F(z, -) maps T N Ty into 7. Here we suppressed the argument Z for conciseness
by writing for example I(z) instead of Io(Z)(2).

Remark 3.7. Since it is the same structure group G actlng on both 7 and 7, the
condition Fy € DV " makes sense for a given model on 7, even though Fy(z) takes
values in all of 7 rather than just 7.

Given such a choice of I and Fy and given H : R TN Tu, we denote
by F'(H) the function

def

(E(H)) (2) & E((t,2), Hy(x)) - (3.10)

With this notation, we replace the problem (3.6) by the problem
U =PFU)+ Sug+ I . 3.11)

This shows that one should really think of Iy as being given by Iy = P Fj since, at
least formally, this would then turn (3.11) into (3.6). The advantage of (3.11) is that
it makes sense for any model on 7 and does not require a model on all of 7.

We then assume that F', Iy and Fj satisfy the following conditions.

Assumption 3.8. In the above context, we assume that there exists v > 74 such that,
for every B > 0 there exists a constant C > O such that the bounds

I1#CE); FCD s per < C (] 7), Q1Y)
1102 oDl r < CNZ3 Zllyir - 1F(2; Fo Dl er < CNZ3 Zlr

hold for any two models Z, Z with | Z||.;r + | Z|l;r < B, and for H € D}"(Z),
H € D3(Z) such that | Hllyna + | Hlly e < B.

The following theorem provides the existence and uniqueness results of a local
solution to this equation.

Theorem 3.9. In the described context, let “ in .,Zl and an abstract integration
map I be of order 3 > —«. Furthermore, let the values v >~ > 0and n,7 € R
from Assumption 3.8 satisfyn < f Ao+ 5, v < ¥+ Bandf > —p.

Then, for every model Z as above, and for every periodic ug € C"(R®), there
exists a time T, € (0, 400] such that, for every T' < T, the equation (3.11) admits
a unique solution U € D)"(Z). Furthermore, if T, < co, then

Tlg% |RrSt(uo, Z)7||cn = o0,

where St : (ug, Z) — U is the solution map. Finally, for every T < T, the
solution map St is jointly Lipschitz continuous in a neighbourhood around (ug, Z)
in the sense that, for any B > 0 there is C' > 0 such that, if U = Sy(ug, Z) for
some initial data (g, Z), ]

luo = wollen +1Z; Zllyyr < 6, for any 6 € (0, B].

Proof. See [Hail4, Thm. 7.8], combined with [Hail4, Prop. 7.11]. Note that since
we consider inhomogeneous models, we have no problems in evaluating R;U;. [
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4 Discrete models and modelled distributions

In order to be able to consider discretisations of the equations whose solutions were
provided in Section 3, we introduce the discrete counterparts of inhomogeneous
models and modelled distributions. In this section we use the following notation:
for N € N, we denote by £ =X 2V the mesh size of the grid A% £ (¢Z)%, and we
fix come scaling s = (sg,1,...,1) of R with an integer sg > 0.

4.1 Definitions and the reconstruction theorem

Now we define discrete analogues of the objects from Sections 2.1 and 2.2.

Definition 4.1. Given a regularity structure .7 and ¢ > 0, a discrete model
(IT%, T%, 32#) consists of the collections of maps

met: 7T > RM . T AdxA? G, SE:RxR-G,

parametrised by ¢ € R and € A%, which have all the algebraic properties of their
continuous counterparts in Definition 2.4, with the spatial variables restricted to the
grid. Additionally, we require (II5"7)(x) = 0, for all 7 € T; with [ > 0, and all
re€Alandt € R.

We define the quantities ||TI° H(;)T and || H(f)T to be the smallest constants C'
such that the bounds (2.4a) hold uniformly in z,y € Ag, te R, € [e1] and
with the discrete pairing (1.7) in place of the standard one. The quantity || %° H?T is
defined as the smallest constant C' such that the bounds

=557l < CllTli(It = s]"/* v e) ™™, 4.1

hold uniformly in x € Ag and the other parameters as in (2.4b).

We measure the time regularity of II° as in (2.5), by substituting the continuous
objects by their discrete analogues, and by using |t — s|1/%0 \/ ¢ instead of |t — s|*/%
on the right-hand side. All the other quantities || - ||, || - ||, etc. are defined by
analogy with Remark 2.5.

Remark 4.2. The fact that (II3'7)(x) = 0if |7| > 0 does not follow automatically
from the discrete analogue of (2.4a) since these are only assumed to hold for test
functions at scale A > . We use this property in the proof of (4.35).

Remark 4.3. The weakening of the continuity property of et given by (4.1) will
be used in the analysis of the “discrete abstract integration” in Section 4.2. It allows
us to deal with the fact that the discrete heat kernel is discontinuous at ¢ = 0, so we
simply use uniform bounds on very small time scales (see [HMW 14, Lem. 6.7] for
a simple explanation in a related context).



DISCRETE MODELS AND MODELLED DISTRIBUTIONS 21

Forv,n € Rand T > 0, for a discrete model Z° = (II*,I'*, ¥°) on a regularity
structure .7 = (T, G), and for a function H : (0,7] x Ag — T<~, we define

||H||(E) .ng sup sup sup ]tlg_n)voHHt(w)Hl
T 4e,T) zend 1<y
|Hy@) — iy 42)

I

+ sup sup sup

n—"y —

10T pyend 1<y [t 7|z =y~
lz—y|<1

where [ € A. Furthermore, we define the norm

| Hy(x) — B3 Hy(z)|);

IHIS + = |H|S) o+  sup  sup sup ——5 —, (43)
T VT 0,11 wend 1<y [, s|TTV ([t — s|1/s0 v )
|t—s|§\t,s|go

where the quantities |¢|. and |¢, s|. are defined in (1.8). We will call such functions
H discrete modeled distributions.

Definition 4.4. Given a discrete model Z¢ = (II¢, I'?, %) and a discrete modeled
distribution H we define the discrete reconstruction map R° by Ri = 0 fort <0,
and
(R Hy)(x) o (H?th(:v))(:v) , (t,x) € (0,T] x Ag . 4.4)
Recalling the definition of the norms from (1.8), the following result is a discrete
analogue of Theorem 2.11.

Theorem 4.5. Let 7 be a regularity structure with « Y minA < 0and Z° =
(I1¢, 1%, X%) be a discrete model. Then the bound
(Rf Hy =TI Hy(a), @)l S N2 H S, T
holds for all discrete modeled distributions H, allt € (0,T], x € Ag, o€ BS(Rd)
withr > —|a/, all X € [g,1].
Let furthermore Z¢ = (II°, ¢, X¢) be another model for T with the reconstruc-
tion operator R, and let the maps 11° and 11¢ have time regularities § > 0. Then,

for any two discrete modeled distributions H and H, the maps t — R;H; and
t — Ri H; satisfy

IRH|S, < I+ IS IS,y (452)
n—,T

IRH - REH|S, S W HONS, p + 125 205 . (45D)
n—y,T

for any & as in Theorem 2.11. Here, the norms of H and H are defined via the

models Z¢ and Z¢ respectively, and the proportionality constants depend on ¢ only

via NS o WHIS) 0 1255, and 1251 -
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Remark 4.6. To compare a discrete model Z¢ = (II¢,I', 3°) to a continuous
model Z = (I, T', ), we can define

L1175 = sup sup AT, 3) — (57, 90) ]
BTy AT -4

7t 5
©osp sup Aol )T @) — (I — ) o)

e N7 s#te[—T,T] (|t — s|1/50 v €)°
|t—s|<1

Y

where the supremum is taken over p € B}, z € A4, A € [¢,1],] < yand T € T;
with ||7|| = 1. In order to compare discrete and continuous modelled distributions,
we use the quantities as in (2.10), but with the respective modifications as in (4.3).
Then one can show similarly to (2.13) that for H € D%’"(Z ) and a discrete
modeled distribution ¢ the maps ¢ — R H; and ¢t — R H satisfy the estimate
IRESREENS, S UWH; B0+ 12 20D+ =

T s
n="

for 6 > 0 and 6 > 0 small enough. We will however not make use of this in the
present article.

In order to prove Theorem 4.5, we need to introduce a multiresolution analysis
and its discrete analogue.

4.1.1 Elements of multiresolution analysis

In this section we provide only the very basics of the multiresolution analysis, which
are used in the sequel. For a more detailed introduction and for the proofs of the
provided results we refer to [Dau92] and [Mey92].

One of the remarkable results of [Dau88] is that for every r > 0 there exists a
compactly supported function ¢ € C"(R) (called scaling function) such that

/ pE)de =1, / o(x)p(x + k)de =00, ke€Z, (4.6)
R R

where 4. . is the Kronecker’s delta on Z. Furthermore, if for n € N we define the
def

grid A, = {277k : k € Z} and the family of functions
Pr() E2 22 —2)), @€ A, C)

then there is a finite collection of vectors X C A and a collection of structure
constants {ay, : k € K} such that the refinement equation

o= arells ., (4.8)
kex
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holds. Note that the multiplier in (4.7) preserves the L2-norm of the scaled functions
rather than their L'-norm. It follows immediately from (4.6) and (4.8) that one has
the identities

Z ap = 2d/2 , Z kOktm = 00m , M E VA 4.9)
kek kex

For a fixed scaling function ¢, we denote by V,, C L?(R)) the subspace spanned
by {¢? : x € A, }. Then the relation (4.8) ensures the inclusion V;, C V;,41 for
every n. It turns out that there is a compactly supported function ¢ € C"(R) (called
wavelet function) such that the space V.., which is the orthogonal complement of
Vp in V41, is given by

VnL = span{y : x € A},

where 97 is as in (4.8). Moreover, there are constants {by : k € K}, such that the
wavelet equation holds:
U= bt (4.10)
ke

One more useful property of the wavelet function is that it has vanishing mo-
ments, in the sense that the identity

/ Y(x)z™dxr =0 (4.11)
R

holds for all m € N such that m < 7.
There is a standard generalization of scaling and wavelet functions to R,
namely forn > 0and z = (z1,...,29) € Afl we define

Ry = Or W) or W), y=1,...,y) € RY.

For these scaling functions we also define V, as the closed subspace in L? spanned
by {7 : x € A%}. Then there is a finite set ¥ of functions on R? such that the

space V.- = V41 \ Vy, is a span of {4 : o) € ¥, z € A%}, where we define the
scaled function 97 by

Pry) Y227y — 1), -, 2 (Ya — Ta)) -

All the results mentioned above can be literally translated from R to R¢, but of
course with K C A¢ and with different structure constants {a;, : k& € K} and
{bk ke ’C}

4.1.2 An analogue of the multiresolution analysis on the grid

In this section we will develop an analogue of the multiresolution analysis which
will be useful for working with functions defined on a dyadic grid. Our construction



24 DISCRETE MODELS AND MODELLED DISTRIBUTIONS

agrees with the standard discrete wavelets on gridpoints, but also extends off the
grid. To this end, we use the notation of Section 4.1.1. We recall furthermore that
we use ¢ = 2~V for a fixed N € N.

Let us fix a scaling function ¢ € Cj(R), for some integer r > 0, as in Sec-
tion 4.1.1. For integers 0 < n < N we define the functions

Ny Z NN omy -z e AL (4.12)

One has that cpfcv’n € C"(RY), it is supported in a ball of radius O(2~") centered at
x, it has the same scaling properties as ¢}, and it satisfies

NN (y) = 2N25, z,y € A, (4.13)

where 0. . is the Kronecker’s delta on Aﬁl\,. The last property follows from (4.6).
Furthermore, it follows from (4.8) that for n < N these functions satisfy the
refinement identity

N
o= el (4.14)
keK

with the same structure constants {ay, : k € K} as for the functions ¢. One more
consequence of (4.6) is

2NN ) =272,
yeAY,

which obviously holds for n = N, and for n < N it can be proved by induction,
using (4.14) and (4.9).

The functions cpiv "™ inherit many of the crucial properties of the functions ¢,
which allows us to use them in the multiresolution analysis. In particular, forn < N
and ¢ € W (the set of wavelet functions, introduced in Section 4.1.1), we can define
the functions

() E NN gy e Ad,

whose properties are similar to those of v!’. For example, 1#56\[ ™ € C"(R), and it has
the same scaling and support properties as ¢!’. Furthermore, it follows from (4.10)
that for n < N the following identity holds

M= bl (4.15)
kex

with the same constants {b;, : k € K}.

4.1.3 Proof of the discrete reconstruction theorem

With the help of the discrete analogue of the multiresolution analysis introduced in
the previous section we are ready to prove Theorem 4.5.
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Proof of Theorem 4.5. We take a compactly supported scaling function ¢ € C"(R%)
of regularity » > —|«/, where « is as in the statement of the theorem, and build
the functions @i\] " as in (4.12). Furthermore, we define the discrete functions
¢ E S Hy(x) and ¢y < (5" — ¢&'. Then from Definition 4.1 we obtain

(G oyl SIS Do 2727 Holy) — Dyt Hy@)

l€[a,y)NA
- —nd/2-1 -1
SIS HS, Ptz > 22ty — gy
le[a,y)NA
SATESH ) 272 2meny —gme o (4.16)

which holds as soon as |z — y| > 27", Moreover, we define

g,n def 2 : et _Nmn N,n
Rt Ht - < Y ﬂpy >€ pr .
yeAS

It follows from the property (4.13) that R;H; = Ri’NHt and Hi’th(x) =
Pe, N(Ci’t) (recall that e = 2~V), where the operator P ,, is defined by

Pen(C) = Z (¢, 3035V7n>5 ‘PJyV’n .

yeAd

This allows us to choose ng > 0 to be the smallest integer such that 27"° < X and
rewrite

REH, — NS Hy(x) = (R Hy — Peng(C51)) (4.17)
N-1
+ 30 (RO Hy = Pena (€29 = R Hi 4+ Pen () -
n=no

The first term on the right hand side yields

(RE™ Hy — Peg (G2, Qi\>6 = Z <C§§ja ‘ng;v’no>e <907];V’n07 Qé)é : (4.18)

yeAd,
Using (4.16) and the bound | (0}, 02).| < 270%/2, we obtain

(R Hy = Peng (G5, 02)el S TSN HIS) ple]277277m0
Here, we have also used |z — y| < 270 in the sum in (4.18), and the fact that only
a finite number of points y € Afm contribute to this sum.
Now we will bound each term in the sum in (4.17). Using (4.14) and (4.15), we
can write

R Hy = Pen1(Ge) = RE"Hy + Pen(G5) = i + hi
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where g; ,, is defined by

_ et N,n+1
=D Dl Py lani)e "
yeAd kek

and the constants {ay, : k € K} are from (4.14). For hg,, we have the identity

PEED DED D D (=i ML (4.19)

yeAd | keKpew

Moreover, the following bounds, for n € [ng, /V], follow from the properties of the
functions ¢} and ¢

‘<30151V’n7 Qi\>8| S; 2n0d/227(n7n0)d/2 7 Kw@]l\f,n7 Qg)p\>a‘ 5 2n0d/227(n7n0)(7"+d/2) '

Using them and (4.16), we obtain a bound on g; ,,:

N,n+1 A
‘ gtnvgz’ ’N Z Z’ y_|_2 nk? y+T; nk> H< 7Qx>€‘

yeAd kek

< I S, 272

where we have used |z — y| < 27" in the sum. Summing these bounds over
n € [ng, V], we obtain a bound of the required order. Similarly, we obtain the
following bound on (4.19):
(R s 02)el S (S H ), It 7727 o2 mmodrte)
which gives the required bound after summing over n € [ng, /V]. In this estimate
we have used the fact that |y — x| &~ 270 in the sum in (4.19).
The bounds (4.5) can be shown similarly to (2.12) and (2.13). [

4.2 Convolutions with discrete kernels
In this section we describe on the abstract level convolutions with discrete kernels.

Definition 4.7. We say that a function K° : R x A? — R is regularising of order
B > 0, if one can find functions K©™ : R"lJrl —Rand K¢ : R x A? — R such

that
N-1

K°=> K®"4+ K° 2 K° 4 K°, (4.20)
n=0
where the function K™ has the same support and bounds as the function K™
in Definition 2.16, for some ¢, > 0, and furthermore, for k& € N?*1! guch that
|k|s < r, it satisfies

/R Ny FEEM(2)dz = 0. (4.21)
X

The function K¢ is supported in {z € R x A% : ||z||s < ce} and satisfies (4.21)
with £ = 0 and

su Ke(2)| < Ce™ 8146
AL e
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Now, we will define how a discrete model acts on an abstract integration map.

Definition 4.8. Let Z be an abstract integration map of order S for a regularity
structure .7 = (T,G), let Z°¢ = (II¢,I'¢, X¢) be a discrete model, and let K¢ be
regularising of order 3 with r > —|min A]. Let furthermore K¢ and K€ be as in
(4.20). We define 7€ on the grid in the same way as its continuous analogue in
(2.26), but using K¢ instead of K and using the discrete objects instead of their
continuous counterparts. Moreover, we define

Jer 1 / (IS5, KE (x — ). ds
R

and J°, = Jf =zt jt .- We say that Z¢ realises K for Z if the identities (2.25) and
(2.27) hold for the correspondlng discrete objects. As before, these two identities
should be thought of as providing the definitions of meIT and 577 via ny’]'
and X% 7.

For a discrete modeled distribution H, we define ./\_/'76 H asin (2.29), but using
the discrete objects instead of the continuous ones, and using the kernel K¢ instead
of K. Furthermore, we define the term containing K° by

(NEH) () £ 1 / (REH, — ISP S5 Hy(z), KE_ J(x — ))eds,  (4.23)
R

def

and we set N°H = NZH + N °H. Finally, we define the discrete analogue of
(2.28) by

def

(KSH) (@) € THy(x) + Jf Hi(x) + (NSH), (@) . (4.24)

Our definition is consistent thanks to the following two lemmas.
Lemma 4.9. In the setting of Definition 4.8, let min A + 3 > 0. Then all the
algebraic relations of Definition 4.1 hold for the symbol ZT. Moreover, for 6 > 0

sufficiently small and for any |l € Aand T € Ty such that |+ 3 ¢ N and ||| = 1,
one has the bounds

(I3 T7, 02l S NPl i (L + ITelsr) . 425

H57t _ ST A
. (1t : T’;fsx>8 S NS I (1 + 1Tl (4.26)
t—s|/%0 Ve ”

uniformly over x € Ad s,t € [T, T, A€ le,1]and ¢ € Bg(Rd).

Proof. The algebraic properties of the models for the symbol Z7 follow easily
from Definition 4.8. In order to prove (4.25), we will consider the terms in (2.25)
containing K¢ separately from the others. To this end, we define

I Z7)(y) £ / (2055 Kf (y— ) — KE (x—))eds, (427)
R
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def

(IE'Z7)(y) = (IS — 2N (Z7)(y) -

Furthermore, for x,y € Ag we use the assumption 0° &1 and set

e 0,y — x)
Tal:yKis,n)(.) def Kgs,n)(y . ) B Z yk' DkKés’n)(IE _ ) .
|k|s<l+8 '

Using Definitions 4.1 and 4.7 and acting as in the proof of [Hail4, Lem. 5.19],
we can obtain the following analogues of the bounds [Hail4, Eq. 5.33]:

("S5 7, Ty, Ki20)el S ly — 2 7PH020r0my, oy e

¢>0
(4.28)

‘ /Ad <H2’T2?7’t7-7 Téth(i’?)% SOQ(Z/) dy‘ < Z >‘I+B_<2(50_C)n1|t—r\§2—50” :
: >0

fore <|y— x| <1, A € [¢, 1], with ( taking a finite number of values and with the
proportionality constants as in (4.25). Integrating these bounds in the time variable
r and using the first bound in (4.28) in the case |y — x| < 27" and the second bound
in the case 27" < X, we obtain the required estimate on (II5"Z7, ©2)..

In order to bound (IT;" — I15*)Z7, we consider two cases [t — s| > 279" and
|t — s| < 277%™, In the first case we estimate 577 and [I5°Z7 separately using
(4.28), and obtain the required bound, if § > 0 is sufficiently small. In the case
|t — s| < 279" we write

(e serte, L K(OW), — (5785, T KE),
= (L7857 (55 = r, Ty Ki20)e + (578877, Ty (K2 — KE))-

s Ty s Ty s—r

and estimate each of these terms similarly to (4.28), which gives the required bound
for sufficiently small 5 > 0.

It is only left to prove the required bounds for ﬁi’t(IT). It follows immediately
from Definition 4.1 that |[(II5"a)(x)| < |al|e¢, for a € T:. Hence, using the
properties (2.2) and (2.3) we obtain

/R (5557, K7y — ))e| ds = /R (I S5 T, Ky o(y — )e ds

S ey —afc, (4.29)
¢<i

where ¢ € A. Similarly, the second term in (4.27) is bounded by £!*#, implying
that if A > ¢ and min A + § > 0, then one has

(I5'Z7, @)el e S A7,
¢<l

(4.30)
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which finishes the proof of (4.25). In order to complete the proof of (4.26), we use
(4.29) and brutally bound

(5 — TI5°)I7, @3)e| < (5", 0)e| + (ST, )]
_ § _3 _
S ey — TS (= s v e)? Y TPy —
¢<i ¢<i

from which we obtain the required bound in the same way as before, as soon as
0 € (0,min A + 3). O

The following lemma provides a relation between /¢ and the operators I'¢, 3°.

Lemma 4.10. In the setting of Lemma 4.9, the operators
Tit E Tl —TnTey . Tt 2 IE 5" =53 TE, (43D
with s,t € Rand x,y € A, satisfy the following bounds:

T/ )l S IR 5 (1 + T ) | — )Pl
(T2 )] S IO N (L + Tl (8 = 81750 v o)+ 4.32)

for T as in Lemma 4.9, for any k € N1 such that |k|s < |+ 3, and for (-);, being
the multiplier of X*. In particular, the required bounds on T and YTt from
Definition 4.1 hold.

Proof. The bounds on the parts of jffT and J5°' not containing K¢ can be
obtained as in [Hail4, Lem. 5.21], where the bound on the right-hand side of (4.32)
comes from the fact that the scaling of the kernels K©™ in (4.20) does not go below
€. The contributions to (4.31) from the kernel K* come via the terms jt 931“;7:, jt o
j; oo *" and jt’x. We can bound all of them separately, similarly to (4.29), and
use |x —y| > ecand |t — s|'/%0 V & > ¢ to estimate the powers of . Since all of
these powers are positive by assumption, this yields the required bounds.

Now, we will prove the bound on I'*Z7 required by Definition 4.1. For m < [
such that m ¢ N, (2.27) yields

l —
TS Z7llm = 122l < 1T T Im—p S ly — 2|77,

where we have used the properties of Z. Similarly, we can bound ||X5*"Z7]|,m.
Furthermore, since the map Z does not produce elements of integer homogeneity,
we have for m € N,

P27l = 155 i S ly = 27

where the last bound we have proved above. In the same way we can obtain the
. g,st
required bound on | X" Z7|| . O
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Remark 4.11. If (II¢, "¢, X¢) is a discrete model on . 778", then there is a canonical
way to extend it to a discrete model on 7. Since the symbols from F are “generated”
by F£°", we only have to define the actions of II¢, I'* and ¥° on the symbols 77
and Z7 € F \ F&" with 7,7 € F, so that the extension of the model to .7 will
follow by induction. For the product 77, we set

(I r7)(y) = (I3'r)(y) (I15'7) () (4.33a)
S2%rE = (B5%07) (357 Toyrr = (Toyr) (T57) . (433b)

For the symbol Z7 we define the actions of the maps (II¢, I'*, 3¢) by the identities
(2.25) and (2.27). However, even if the family of models satisfy analytjc bounds
uniformly in € on 778", this is not necessarily true for its extension to 7.

The structure of the canonical extension of a discrete model will be important
for us. That is why we make the following definition.

Definition 4.12. We call a discrete model Z¢ = (II¢, I'¢, 3¢) defined on T admis-
sible, if it satisfies the identities (4.33b) and furthermore realises K¢ for Z.

Remark 4.13. If M € ‘R is a renormalisation map as in Section 3.1, such that
MT C T,andif Z¢ = (II¢, "¢, X¥) is an admissible model, then we can define a
renormalised discrete model M Z¢ as in [Hail4, Sec. 8.3], which is also admissible.

The following result is a discrete analogue of Theorem 2.21.

Theorem 4.14. For a regularity structure 7 = (T, G) with the minimal homogene-
ity o, let B, v, m, 7, 1 and v be as in Theorem 2.21 and let Z¢ = (11°,1'¢,3°) be a
discrete model which realises K¢ for I. Then for any discrete modeled distribution
H the following bound holds

IS HNS . S WHNS, T[22 (4 TS + 15180, (4.34)

and one has the identity
t
Rf(ICfYH)t(J:) = / (REHs, K [(x — ) ds . (4.35)
0

Moreover, if 7¢ = (II5,T'¢, X9) is another discrete model realising K¢ for T,
and if K, is defined as in (4.24) for this model, then one has the bound

IS H; K HIS) o S WH HIS) 7+ 125 2050 (4.36)
for all discrete modeled distributf'ons H and H, where the norms on H and H are
defined via the models Z° and Z* respectively, and the proportionality constant
depends on the same norms of the discrete objects as in (2.32).
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Proof. The proof of the bound (4.34) for the components of X2 H not containing

K* is almost identical to that of (2.30), and we only need to bound the terms j *H
and ./\/'f;' H. The estimates on [7° H were obtained in the proof of Lemma 4.10. To

bound N> H, for z,y € A4, we write
(REH, — TI5°S5% Hy(x))(y) = 115° (Ho(y) — T3 Ho(2)) ()
+ 10 T3 (Ho() = X5 Hi(@) W)

where we made use of Definitions 4.4 and 4.1. Estimating this expression similarly
to (4.29), but using (4.3) this time, we obtain

[NEZH) @0 S 27778 < ejat? 4.37)

where we have used v + 3 > 0.

Furthermore, the operator FZ; leaves 1 invariant, and we have FZ; (N§ H),(x) =
(N§H );(x). Thus, estimating (NiH ):(y) and (./\/'WEH ), () separately by the inter-
mediate bound in (4.37) and using |z — y| > ¢, yields the required bound. In the
same way we obtain the required estimate on X5 (/\/%E H)(x) — (/\QE H) ().

The bound (4.36) can be show similarly to (2.32), using the above approach. In
order to show that the identity (4.35) holds, we notice that

(KSH), (@) € Tpoly + Toa+5 »

where 7,01y contains only the abstract polynomials and v + 3 > 0 by assumption.
It hence follows from Definitions 4.1 and 4.4 that

Ri(’CE,H)t("E) = (1, (/CiH)t(x» )

which is equal to the right-hand side of (4.35). ]

5 Analysis of discrete stochastic PDEs
We consider the following spatial discretisation of equation (3.1) on R x A%:
ou® = A*u® + F*(u®, &%) , u*(0,) = ug() (6.1

where ug € RA?, £° is a spatial discretisation of &, F© is a discrete approximation
of F, and A® : (*°(A%) — ¢>°(AY) is a bounded linear operator satisfying the
following assumption.

Assumption 5.1. There exists an operator A given by a Fourier multiplier a :
R? — R satisfying Assumption 3.1 with an even integer parameter 3 > 0 and a
measure 1 on Z% with finite support such that

(A0) (@) = P /R pa—eppidy),  weAl, (5.2)
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for every ¢ € C(R®), and such that the identity
/ [P@—ypdy = (AP)@),  weR?, (5.3)
R

holds for every polynomial P on R® with deg P < B. Furthermore, the Fourier
transform of v only vanishes on Z%.

Example 5.2. A common example of the operator A is the Laplacian A, with its
nearest neighbor discrete approximation A%, defined by (5.2) with the measure p
given by

pe) = > (p@) —p0), (5.4)

z€Z%||z||=1

for every ¢ € (°°(Z%), and where ||z|| is the Euclidean norm. In this case, the
Fourier multiplier of A is a(¢) = —472||¢||? and

d
(Zu) Q) =—4) sin’(r(;), CeRL.
=1

One can see that Assumption 5.1 is satisfied with § = 2.
The following section is devoted to the analysis of discrete operators.

5.1 Analysis of discrete operators

We assume that the operator A® : €°°(A§l) — €°°(A§l) satisfies Assumption 5.1 and
we define the Green’s function of 9, — A® by

def

G5(x) £ e Mys0(e 00, ) (@) (t,) € R x A?, (5.5)

where 6. . is the Kronecker’s delta.

In order to build an extension of G* off the grid, we first choose a function
¢ € S(R?%) whose values coincide with do,. on Z?, and such that (% ¢)(¢) = 0 for
|C|oo > 3/4, say, where . is the Fourier transform. To build such a function, write
pE C>®(R%) for the Dirichlet kernel p(x) = Hle %ﬂ’;f”, whose values coincide
with &y, for z € Z¢, and whose Fourier transform is supported in {¢ : [(|c < 3}
Choosing any function 1) € C°°(R%) supported in the ball of radius 1/4 around the
origin and integrating to 1, it then suffices to set #p = (F @) * 1.

Furthermore, we define the bounded operator Ac : C(RY — Cp(RY) by the
right-hand side of (5.2). Then, denoting as usual by ¢* the rescaled version of ¢,
we have for G® the representation

Gi(x) = 1s0(e %) @),  (t,2) e R x A, (5.6)

By setting € R in (5.6), we obtain an extension of G¢ to R%*!, which we again
denote by G*.
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Unfortunately, the function G} (z) is discontinuous at ¢ = 0, and our next aim
is to modify it in such a way that it becomes differentiable at least for sufficiently
large values of |z|. Since As generates a strongly continuous semigroup, for every
m € N we have the uniform limit

. m¥E __ [ fE\M €
lim 0" G} = (A%)"° . (5.7)

This gives us the terms which we have to subtract from G° to make it continuously
differentiable at ¢ = 0. For this, we take a function ¢ : R — R such that o(¢) = 1
fort € [0, %] ot) = 0fort € (—o0,0) U [1,+00), and o(t) is smooth on ¢ > 0.
Then, for r > 0, we define

def tm A1e\m e
Te7(t,7) = o(t/e) > (A" (@), (t,z) € R+, (5.8)
m<r/B

The role of the function p is to have T=" compactly supported in ¢. Then we have
the following result.

Lemma 5.3. In the described context, let Assumption 5.1 be satisfied. Then for
every fixed value r > 0 there exists a constant ¢ > 0 such that the bound

|DF(GF = T5)(2)| < CO|z]|s T | (5.9)

holds uniformly over z € R4 with ||z||s > cs, for all k € N1 with |k|s < r, for
D* begin a space-time derivative and for the space-time scaling s = (3,1, ..., 1).
def def

Moreover, for |t|. £ [t|'/5 V ¢, the function G5 (x) 2 |t|2G5 (|t|.x) is Schwartz
in x, i.e. for everym € N and k € N? there is a constant C such that the bound

IDEGE(2)| < C(1+ |z)™, (5.10)
holds uniformly over (t,z) € R4+,

Proof. The function G¥ — T is of class C! on R%*!. Indeed, spatial regularity
follows immediately from the regularity of ¢ and commutation of A° with the
differential operator. Continuous differentiability at ¢ = 0 follows from (5.7).
Furthermore, since G¢ vanishes on ¢ < 0, we only need to consider ¢ > 0.

Next, we notice that the bound (5.9) follows from (5.10). Let # > 0 be such
that the measure p in Assumption 5.1 is supported in the ball of radius 7. Then, for
k = (ko, k) € N1 with kg € N and |k|s < 7 we use (5.6) and the identities (5.3),

combined with the Taylor’s formula, to get

IDFGE@)| = |(A9)*DEGi@)| 5 swp  sup [DFTGE@W L (511
y:ly—z|<kote l:|l|=Bko

where y € R%, | € N% For ||t,z|s > ce, in the case |t|'/? > |x|, we bound the
right-hand side of (5.11) using (5.10) with m = 0, what gives an estimate of order
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|t| =@+ IFl)/B I the case [t|Y/? < |x|, we use (5.10) with m = d + |k|,, and we
get a bound of order |z| =% I¥ls, if we take ¢ > 27 /3. Furthermore, the required
bound on 7%" follows easily from the properties of the functions ¢ and g. Hence,
we only need to prove the bound (5.10).

Denoting by .# the Fourier transform, we get from (5.6) and Assumption 5.1:

(FEENO) = (Fo)(elt|T¢) ellile a@f el o (5.12)

where we have used the scaling property A?a(¢) = a(\¢), and where f “ (ZFw/a.

We start with considering the case ¢t > 8. Tt follows from the last part of
Assumption 5.1 that there exists ¢ > 0 such that f(¢) > ¢ for |(|oc < 3/4. Since
elt|=! < 1, we conclude that

| DEA@IEHZTO) < |¢|IFea©2 < (1 4 |¢])y™™

for |(|oo < 3/ (45|t|€__1), for every m > 0 and for a proportionality constant
dependent on m and k. Here, we have used a({) < 0 and polynomial growth
of |a(¢)|. Since (F ) (e|t|-1¢) vanishes for || > 3/(4e[t|1), we conclude that

IDE(FCENOI S (1+[¢)™,

uniformly in ¢ and ¢ (provided that ¢ > £7), and for every m € N and k € N

In the case t < €7, we can bound the exponent in (5.12) by 1, and the polynomial
decay comes from the factor (.Z)((), because ¢ € S(R?). Since the Fourier
transform is continuous on Schwartz space, this implies that G5 is a Schwartz
function, with bounds uniform in € and ¢, which is exactly the claim. L]

The following result is an analogue of Lemma 3.3 for G*.

Lemma 5.4. Let Assumption 5.1 be satisfied. Then, the function G¢ defined in (5.6)
can be written as G* = K¢ + RF in such a way that the identity

(G® *e u)(2) = (K *- u)(2) + (R® % u)(2) , (5.13)

holds for all z € (—o0,1] x AZ and all functions u on Ry x A%, periodic in the
spatial variable with some fixed period. Furthermore, K¢ is regularising of order
B in the sense of Definition 4.7, for arbitrary (but fixed) r and with the scaling
s = (B,1,...,1). The function R® is compactly supported, non-anticipative and
the norm || R¢||cr is bounded uniformly in e.

Proof. Let M : R — R be a smooth norm for the scaling s (see for example
[Hail4, Rem. 2.13]). Furthermore, let g : Ry — [0, 1] be a smooth “cutoff function”
such that o(s) = 0if s ¢ [1/2,2], and such that ) _, 0(2"s) = 1 forall s > 0

(see the construction of the partition of unity in [BCD11]). For integers n € [0, IV)
f def

we set the functions 9,(2) = 22" M (2)), <0 = > n<0 Ons O>N = D> On» and

KO(2) = 0u(2)(G° = T")(2),  R(2) = 0<0(x)(G" = T*")(2)
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KE(2) = g>n(2)(GF = T5")(2) + T5"(2) . (5.14)

Then it follows immediately from the properties of o that

N-1
Gt = K(e,n) + Ks + Re )
Since o is supported away from the origin, we use (5.9) and Assumption 5.1 to
conclude that || R¢||¢- is bounded uniformly in e. (Actually, its value and derivatives
even decay faster than any power.)

Furthermore, the function ™ is supported in the ball of radius 27", for c
as in Lemma 5.3, provided that the norm M was chosen such that M (z) > 2¢||z||s.
By the same reason, the first term in (5.14) is supported in the ball of radius ce.
Moreover, the support property of the measure . and the properties of the functions
o and ¢° in (5.8) yield that the restriction of 7" to the grid Ag in space is supported
in the ball of radius ce, as soon as ¢ > 277 /3, where 7 is from Assumption 5.1.

As a consequence of (5.2), (5.6) and (5.8), we get for 0 < n < N the scaling
properties

R(a,n)(z) _ 2nd[_((52",0)(25nz) 7 f(a(z) _ g—dkl (8—5712) 7

and (2.24) and (4.22) follow immediately from (5.9) and (5.8).

It remains to modify these functions in such a way that they “kill” polynomials
in the sense of (4.21). To this end, we take a smooth function P on R4+, whose
support coincides with the support of K¢, which satisfies |PM(2)| < e79, for every
2 € R4, and such that one has

/ (K¢ = PM)(2)dz=0. (5.15)
RxAZ

Then we define K¢ to be the restriction of K¢ — P to the grid A? in space.
Apparently, the function K* has the same scaling and support properties as K¢, and
it follows from (5.15) that it satisfies (4.21) with k = 0.

Moreover, we can recursively build a sequence of smooth functions P, for
integers n € [0, N), such that P™ in supported in the ball of radius 27", the
function P satisfies the bounds in (2.24), and for every k € N1 with |kls <r
one has

/ 2P (KEW — p 4 prtD) () dz = 0. (5.16)
RxAZ
Then, for such values of n, we define

KeEn = gen _ p 4 pntl) ’ RE Y Re + pO

It follows from the properties of the functions P that ™ has all the required
properties. The function R° also has the required properties, and the decompositions
(4.20) and (5.13) hold by construction. Finally, using (5.10), we can make the
function R® compactly supported in the same way as in [Hail4, Lem. 7.7]. O
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By analogy with (3.2), we use the function R° from Lemma 5.4 to define for
periodic (; € RA?, ¢ € R, the abstract polynomial

def Xk
SOED P /cs,D’“ (@ eds, (5D

‘k|s<7

where as before k£ € N¢*! and the mixed derivative DF is in space-time.

5.2 Properties of the discrete equation

In this section we show that a discrete analogue of Theorem 3.9 holds for the
solution map of the equation (5.1) with an operator A® satisfying Assumption 5.1.

Similarly to [Hail4, Lem. 7.5], but using the properties of G¢ proved in the
previous section, we can show that for every periodic ug € RAg, we have a discrete
analogue of Lemma 3.6 for the map (¢, x) — S;yug(z), where S° is the semigroup
generated by A°.

For the regularity structure .7 from Section 3.1, we take a truncated regularity
structure 7 = (T, G) and make the following assumption on the nonlinearity £™°.

Assumption 5.5. For some 0 < 7 < v, n € R, every ¢ > 0 and every discrete
model Z¢ on T , there exist discrete modeled distributions F5(Z%) and I5(Z°),
with exactly the same properties as of Fy and Iy in Assumption 3.8 on the grid.
Furthermore, we define Fe asin (3.9), but via F* and F{5, and we define Fe (H) for
H: Ry x Ag — T<~ as in (3.10). Finally, we assume that the discrete analogue of
the Lipschitz condition (3.12) holds for F€, with the constant C independent of .

Similarly to (3.11), but using the discrete operators (4.4), (5.17) and (4.24), we
reformulate the equation (5.1) as

US = PEFE(U®) + S°u + I, (5.18)
where P& & IC% + RiR5 and U¥¢ is a discrete modeled distribution.

Remark 5.6. If Z¢ is a canonical discrete model, then it follows from (4.35), (5.17),
(4.4), Definition 4.1 and Assumption 5.5 that

ui(z) = (REUS) (),  (t,x) € Ry x AZ. (5.19)
is a solution of the equation (5.1).
The following result can be proven in the same way as Theorem 3.9.

Theorem 5.7. Let Z*° be a sequence of models and let ug be a sequence of periodic
functions on Ag. Let furthermore the assumptions of Theorem 3.9 and Assump-
tion 5.5 be satisfied. Then there exists T, € (0,400] such that for every T' < T
the sequence of solution maps St : (ug, Z¢) — U* of the equation (5.18) is jointly
Lipschitz continuous (uniformly in €!) in the sense of Theorem 3.9, but for the
discrete objects.

Remark 5.8. Since we require uniformity in € in Theorem 5.7, the solution of
equation (5.18) is considered only up to some time point 7.
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6 Inhomogeneous Gaussian models

In this section we analyse the discrete models which are built from a Gaussian noise.
We will work as usual on the grid Ag, with e = 2=V and N € N, and with the
time-space scaling s = (sg, 1,...,1).

We assume that we are given a probability space (2, .7, P), together with a
white noise £ over the Hilbert space H o L?(D) (see [Nua06]), where D ERxT!
and T Z R /Z is the unit circle. In the sequel, we will always identify £ with its
periodic extension to R4*1,

In order to build a spatial discretisation of &, we take a compactly supported
function o : RY — R, such that for every y € Z¢ one has

/ o(@)o(x —y)dx = doy ,
Rd

where §. . is the Kronecker’s function. Then, for € A%, we define the scaled
function 0% (y) L e do((y — z) /e) and

def

Etr) =t 05, () e Rx AL, (6.1)

One can see that £° is a white noise on the Hilbert space H. &2 R)® EQ(Tg),
where T, £ (cZ) /Z and Ez(Tg) is equipped with the inner product (-, -)..

In the setting of Section 3.2, we assume that Z¢ = (II¢, "¢, >:°) is a discrete
model on 778" such that, for each 7 € F2", the maps (ch’tr, ©)es F;’;T and Y557
belong to the inhomogeneous Wiener chaos of order || 7| (the number of occurrences
of = in 7) with respect to £°. Moreover, we assume that the distributions of the func-
tions (¢, z) — (II5'7, u)e, (t, ) — F?;JrhT and (¢, z) — 57 are stationary.
It follows then from Remark 4.11 and Wick’s lemma [Nua06, Prop. 1.1.3], that the
canonical extension of Z¢ to 7, in the sense of Remark 4.11, has the same property.
In what follows, we will call the discrete models with these properties stationary
Gaussian discrete models.

The following result provides a criterion for such a model to be bounded uni-
formly in €. In its statement we use the following set:

F 2 ((re Folrl <0} UFE)\ Fray (6.2)

Theorem 6.1. Let 7 = (T, G) be a truncated regularity structure and let Z¢ be an
admissible stationary Gaussian discrete model on it. Let furthermore k > 0 be such
that the bounds

E||T5yrll7, S o — g7

BJIS5ir |2, < (jt — s|!/o0 v o)X=

~

(6.3)

hold for T € F&" \ Fpoly, for all s,t € [-T,T], all z,y € A allm € A such
that m < |7|, and for some T > ¢, where ¢ > 0 is from Definition 4.7. Let finally
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for some § > 0 and for each T € F~ the bounds

E[(II5'r, 93)e[* S AT

(6.4)
E[(I5 = TI5°)7, @)el* S N0 (e — ]t/ v )™ |

hold uniformly in a!l A€ g, 1], alls,t € [-T,T], all x € I}g and all ¢ € BS(Rd)
with r > —|min A|. Then, for everyy > 0, p > 1 and 6 € [0,0), one has the
following bound:

p
Bz, st (6.5)

Finally, let 7 be another admissible stationary Gaussian discrete model on g ,
such that for some 0 > 0 and some & > 0 the maps I'* — I'¢, .5 — ¥.¢ and TI° — 1I¢
satisfy the bounds (6.3) and (6.4) respectively with proportionality constants of
order 29, Then, foreveryy > 0,p > 1and 0 € [0, 9), one has the bound

— p
E[125 28 | <. (6.6)

Proof. The bound (6.5) on the regularity structure .7 " follows from (6.3), (6.4)
and equivalence of moments for elements from a fixed Wiener chaos. Going by
induction from the elements of 7€ to the elements of 7 and using Lemmas 4.9
and 4.10, we can obtain (6.5) in the same way as in the proof of [Hail4, Thm. 10.7].
Similarly we can prove that the bound (6.6) holds. ]

The conditions (6.4) can be checked quite easily if the maps II°7 have certain
Wiener chaos expansions. More precisely, we assume that there exist kernels
WER T such that (WERT)(2) € HEF, for z € R x AY, and

= 3 ([ oo nena). e

k<|I7I

where I} is the k-th order Wiener integrals with respect to £° and the space H. is
introduced above. Then we define

(K(E;k)T)(Z]_, 29) def ((W(E;k)T)(Zl), (W(e;k)T)(ZQ»Hg@k , (6.8)

for z1 # 2o € R x A%, assuming that the expressions on the right-hand side are
well-defined.

In the same way, we assume that the maps II°7 are given by (6.7) via the
respective kernels WER) - Moreover, we define the functions 6K+ as in (6.8),
but via the kernels WER 7+ — W(ER - and we assume that the functions KE*) 7
and 6KCER - depend on the time variables ¢; and ¢2 only via t; — ¢, i.e.

(IC(k)T)tl—tz(:m, 29) £ (KP7) (21, 29) ©9)

where z; = (¢;, x;), and similarly for SKER T,
The following result shows that the bounds (6.4) follows from corresponding
bounds on these functions.
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Proposition 6.2. In the described context, we assume that for some T € F~ there
are values oo > ||V (—d/2) and 6 € (0, « + d/2) such that the bounds

|(/C(€;k)7')0(561,562)| S Z (Jz1] v |x2])<(\x1 — 2|V 5)2a_c ’

¢=0
. 6.10)
50,1& K(s,k) _ ,(
’ ( : T)(fCle&xQ)’ gZ(,xl‘v‘x2’v’t’1/so)4(’xl_x2’v€)2a 28 (,
(Ve &

hold for x1,x2 € AY and k < ||7||, where the operator 6% is defined in (1.4), and
where the sums run over finitely many values of ¢ € [0,2c — 2§ + d). Then the
bounds (6.4) hold for T with a sufficiently small k.

Let furthermore (6.10) hold for the function 5K with the proportionality
constant of order &%, for some 0 > 0. Then the required bounds on (II° — II¥)7 in
Theorem 6.1 hold.

Proof. We note that due to our assumptions on stationarity of the models, it is suffi-
cient to check the conditions (6.4) only for <H8’OT, ©))e and ((TI5" — H870)T, o))es
and respectively for the other model.

We start with the proof of the first statement of this proposition. We denote by
Hée’k)’tT the component of TT5*7 belonging to the k-th homogeneous Wiener chaos.
Furthermore, we will use the following property of the Wiener integral [Nua(06]:

E[LN < W fllges » e HEF. 6.11)
Thus, from this property, (6.9) and the first bound in (6.10), we get

EIISPr ) S [ [ lebnl bl |(C0m) o, )| doaday
AE AE

ANy orjen 211V |22])C (|21 — 22| V €)2* 7 daydas

¢>0 7 |za|<A
Ay Ad+</ (lz] v e)?*~C da < N2, (6.12)
>0 |z|<2A

for A > . Here, to have the proportionality constant independent of ¢, we need
2a0 — ¢ > —d. The first estimate in (6.4) obviously follows from these bounds for
all .

Now, we will investigate the time regularity of the discrete model. For [¢t| > A%
we can use (6.12) and brutally bound

k), ,k),0 k), ,k),0
E[((I15" — 57, 00)el® S BTG 7, ¢0)e > + NI 07, o)
< )\2a < |t|2§/so)\2a—25

for any 4 > 0, which is the required estimate. In the case |t| < A*°, the second
bound in (6.10) and (6.11) yield

BT Or ) S [ [ lebnl bl 800 o o) dir o
AE AE
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+ / / oA 1A @] 507 (21, 22) | d 1
Ad JAZ
< (Jt]o0 v 2P A2

200—26—
<y or<x (21 V 2| v AN (|21 — o] V )22y das
€207 |z|<A
< (Wl/so \/6)25)\2(1—25 ’
where the integral is estimated as before. This completes the proof of the second
bound in (6.4). The bounds on (II¥ — II¢)7 can be proved in the same way. O

7 Convergence of the discrete dynamical ®; model

In this section we use the theory developed above to prove convergence of the
solutions of (<I>§75), where A° is the nearest-neighbour approximation of A and the
discrete noise £° is defined in (1.1) via a space-time white noise .

Example 5.2 yields that Assumption 5.1 is satisfied, and moreover £° is a discrete
noise as in (6.1). The time-space scaling for the equation (<I>§) iss =(2,1,1,1)and
the kernels K and K¢ are defined in Lemma 5.4 with the parameters 8 = 2 and
r > 2, for the operators A and A° respectively.

The regularity structure .7 = (7,G) for the equation ((I>§), introduced in
Section 3.1, has the model space 7 = span{F}, where

F={1,2,9,0? ¥ 02X, T(V*)W, Z(U*)0? T(U*)0? 7(V?),
(U)W, Z(V) V2, X;}

VEZE), B =ae (- 22 —2) and the index i corresponds to any of the three

spatial dimensions, see [Hail4, Sec. 9.2]. The bound o > —% is required, in order
to have a fixed regularity structure. If o < —1—78, then we have to add the symbol
U2Z(W2Z(V3)) into the set F.

A two-parameter renormalisation subgroup R” C 9% for this problem consists
of the linear maps M on T, defined by

MU =92 -1,
M(¥?X;) = U2X; - 3C1 X; ,
MU =03 — 1,
M(Z(V*)W?) = T(¥?)(¥? — C11) — Csl1 (7.1)

M(Z(¥*)¥) = (Z(¥°) - 3CLZ(¥)) ¥ ,
M(Z(U*)W?) = (Z(V3) — 3C1Z(V))(¥? — C11) — 3C,T
M(Z(W)¥?) = Z(¥)(¥* - C11)

as well as M7 = 7 for the remaining elements 7 € F, and where C and C> are
the two parameter constants (see [Hail4, Sec. 9.2] for the proof that M € fR).
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As one can see from Proposition 6.2, one can expect a concrete realisation of
an abstract symbol 7 to be a function in time, only if |7| > —3. In our case, the
symbols = and W3 don’t satisfy this condition, having homogeneities o < —% and

a+p) < —% respectively. To resolve this problem, we define ¥ o Z(U3) and
the sets Fe" £ (@, T} U Fpoly and
F={1,0,02 02X; 0, 020, (0?02 7(V?), (V) U, Z(9) P2, X;} .

Then the model spaces of the regularity structures geen and 7 from Definition 3.4
are the linear spans of F&°" and F respectively. The set /~ from (6.2) is given by

F~={0, ¥, v2 ¥2X; 00, (V2 ¥20} .

In the following lemma we show that our nonlinearities satisfy the required
assumptions, provided that the appearance of the renormalisation constant is being
dealt with at the level of the corresponding models.

Lemma 7.1. Let & 2 min A. Then, for any v > |2&| and any n < &, the maps
F(u, &) = F*(u, &) = & — u? satisfy Assumptions 3.8 and 5.5 with

Fy3E)=FE) =2+ 03, I =LE=Y+V,
and ¥y = v + 2&, ) = 3.
Proof. Since the set i/ C F, introduced in Section 3.1, is given by
U={1,V,7(5%, X},

the property (3.9) of the functions F' and F* is obvious. The bounds (3.12) follow
from [Hail4, Prop. 6.12]. ]

Our following aim is to define a discrete model Z= = (II*, I'*, X) on 78" and
to extend it in the canonical way to .7 as in Remark 4.11. To this end, we postulate,
fors,t € Rand 7,y € A2,

(I W) (y) = (K % £5)(t, ) , IR Yoy = .

def

Furthermore, we denote the function ¢°(t, z) = (K° . (Hi’t\ll)?’)(t, x) and set
(M) () = (L y) — o5 (4 m),  TopW =0 — (P, y) — (o) 1,
S =0 — (7t 2) — (s, @) 1.

Postulating the actions of these maps on the abstract polynomials in the standard
way, we canonically extend Z¢ to the whole 7.
Furthermore, we define the renormalisation constants>

cP = / (K*()?dz, ¢ = / (K= % K°)(2)* K5(2)dz , (1.2)
RxA3 RxA3

2One can show that C© ~ ¢! and C’ ~ loge.
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and use them to define the renormalisation map M*€ as in (7.1). Finally, we define
the renormalised model Z¢ £ M¢Z¢ as in Remark 4.13. Using the model Z¢in
(5.19) we obtain a solution to (¥4 ) with C© = 3017 — 9CF.

Before giving a proof of Theorem 1.1 we provide some technical results.

7.1 Discrete functions with prescribed singularities
It follows from Proposition 6.2 that the “strength” of singularity of a kernel deter-
mines the regularity of the respective distribution. In this section we provide some
properties of singular discrete functions. As usual we fix a scaling s = (sg, 1,...,1)
of R with 59 > 1.

For a function K defined on R x A? and supported in a ball centered at the
origin, we denote by D; . the finite difference derivative, i.e.

def

D; K(t,x) = e (K(t,x + ce;) — K(t, x)),

where {e;}i—1..4 is the canonical basis of R?, and for k = (ko, ..., kg) € N¢*!
we define DF = DD} . .. D%._ Then for ¢ € R and m > 0 we define

1K]S),, = max sup ||z DER) + sup K ()],

sm,c
G kls<m || || s>ce |zls<ce

where z € R x AZ and k € N9+, If this quantity is bounded, we will say that K
is of order (.

In what follows we provide properties of such functions analogous to [Hail4,
Sec. 10.3]. The following result establishes how product and convolution change
orders of singularities.

Lemma 7.2. Let K1 and Ko be of orders (1 and (o respectively. Then K1 K is of
order “ (1 + (2 and for every m > 0 and ¢ > 0 one has

1K1 K>[© <KL 9 (K9 . (7.3)

Gmuctm ~ Ciimye CHURE
If (1 NG > —|s| and C 2 G+ G+ |s| < O, then one has the bound
5 Ko [E), . S DK D520 (7.4)

Cuym,e Gaym,e
for some € > c depending on m. In the case { € Ry \ N, the function
_ . z
K (Kixe Ko)2) — Y2 E8 DK, s 1) 0),
kls<¢ '

def

where (t, )y = tko [, 20 o< jer; (@i — €)), satisfies the bound

IK]S < 1K JK[E) (1.5)

Cm,e ~ C1;5m,c C25m,c 0

with m = m V (LEJ + 59). In all these estimates the proportionality constants
depend only on the support of the functions K.
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Proof. The bound (7.3) follows from the Leibniz rule for the discrete derivative:

DEK\K)(z) = ) <I;>D2K1(2)D§—1K2(z+(o,sl‘)), (7.6)
I=(lo,)<k

where [p € N and I € N¢, and from the simple estimate ||z + (0,¢l)||s > ec as
soon as ||z||s > (¢ + m)e. The bounds (7.4) and (7.5) can be shown similarly to
[Hail4, Lem. 10.14], but using the Leibniz rule (7.6), summation by parts for the
discrete derivative and the fact that the products (2); . play the role of polynomials
for the discrete derivative. O

Sometimes we need to bound an increment of a singular function. The following
lemma provides a relevant result.
Lemma 7.3. Let K be of order ( < 0. Then, for every k € [0, 1], one has
K (¢, 21) = Kt 22)| S len — ol (It ]S + 1t 2212 TK T

fort € R, x1, 29 € A and || z||s.c Z ||2]s V e.

Proof. The proof is almost identical to that of [Hail4, Lem. 10.18]. O

For a discrete singular function K, we define the function Z. K by

a%Kﬂ@@/‘ K () (9(2) — 9(0)) dz |
RxAZ

for every compactly supported test function ¢ on R%*!. The following result can
be proved similarly to [Hail4, Lem. 10.16].

Lemma 7.4. Let K and K be of orders (1 and (s with 1 € (—|s| — 1, —|s|] and
Co € (—2|s| — ¢1,0]. Then the function (Z-K1) = Ky is of order { £ ¢y + (o + |s]
and, for any m > 0, one has

”(‘%)éKl)*éKQU(E) <|]K1U(€) I:IKQ[I(E)

Ema,e ~ C1sm,e C2;m+s0,c
where ¢ > c depends on m.

The following result shows how certain convolutions change singular functions.
Its proof is similar to [Hail4, Lem. 10.17].

Lemma 7.5. Let, for some & € [g, 1], the function )*° : R x A? — R be smooth
in time, supported in the ball B(0, Ré) C R, for some R > 1, and satisfies

/ Y (R)dz =1,  |DEQFE(z)| S el Il
RxAd
forall z € R X Ag and all k € N such that |k|s < m + sq with some m > 0.
If K is of order ¢ € (—|s|,0), then for all k € (0, 1] one has the bound
”K - K *e w”(ﬁslfe;m,é g énﬂKHgZ’n—Fso,c ’

where ¢ > c depends on m and R.
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7.2 Proof of the convergence result

Using the results from the previous section, we are ready to prove Theorem 1.1.

Proof of Theorem 1.1. In order to prove the claim, we proceed as in [Par75] and
introduce intermediate equations driven by a smooth noise. Precisely, we take a
function ) : R* — R which is smooth, compactly supported and integrates to 1,
and for some & € [¢, 1] we define ¢°(t, z) & & ly)(6-2¢, £~ 12) and the mollified

noise €50 £ ¢ « /¢, Then we denote by &= the global solution of
at¢5,0 — A¢)570 o (((I)E,O)Q - C(QO))@E,O + 55,0 7 (I)E,O(O’ ) — (I)O() ’

where C®? is as in [Hail4, Thm. 10.22 and Eq. 9.21].

For z € R*, we define the map IT : 7 — C>®(R?) as in the proof of [Hail4,
Thm. 10.22] via the noise £%0. It follows from the bounds obtained in the proof of
[Hail4, Thm. 10.22] that we can define an inhomogeneous model Z%¥ by setting

g, A\ def 4. g A
<H§7t7—7 @z) = g%<ngip)7—7 W%) )

where 17 (s) = v 14((s — t)v~) and ¢ : R — R is smooth, supported in the unit
ball and ||7)||¢+ < 1. In the same way we can define the corresponding limiting
model Z on .7. Furthermore, similarly to how it was done in Proposition 6.2 and
Theorem 6.1 we can show that

<1, E|Z; 208 .. < &%, (1.7)

EH‘Z‘H§777T ~ 57'}/;’1—' ~

for any p > 1,6 > 0 and 6 > 0 sufficiently small.
In order to discretise the noise £5°°, we define the function

wg’s(ﬂ .'E) déf Eid Ad wg(u y) 1‘y7$|§€/2 dy ) (t7 ‘T) € R x Ag ’

and the discrete noise £5° £ )¢ x. £, where £° is given in (1.1). We define
the discrete model Z5¢ by substituting each occurrence of £, C'® and C° in the
definition of Z¢ by £5¢, C\&° and C respectively, where C'* is defined as
in (7.2), but via the kernel K5 £ K¢ x_ ¢®¢, and C is defined by replacing
K¢ x. K¢ by K¢ %. K*¢ in the second expression in (7.2). Furthermore, using
K<] (_Eé;r < C, which follows from Lemma 5.4, and proceeding exactly as in the
proof of [Hail4, Thm. 10.22], but exploiting Proposition 6.2 and the results from
Section 7.1 instead of their continuous counterparts, we obtain the bounds (6.3) for
each 7 € F&"\ Fpoly, and (6.4) for each 7 € F ~, uniformly ine < £ and for 6 > 0
small enough. We also obtain the respective bounds on the differences Z*° — Z¢,
with the proportionality constants of orders £2¢ with § > 0 sufficiently small. For
this, we can use Lemma 7.5, because v°¢ satisfies the required conditions, which
follows from the properties of ). Thus, Theorem 6.1 yields

p = p _9
EZ10,] 51, E[IZ55 210, s, (1.8)
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uniformly ine < &, forany 7" > O and p > 1.
Let < be the solution of (<I>§7€), driven by the noise £5¢, with the renormali-

sation constant C&¢) & 3055’5) — 90§§’5) . Then we can bound, for some stopping
time 7T,

E||; &7, < El|l® — ‘I)g’OHCgI’;H +E[07% 075,

Cé,a+2
7,Te B ,Te (79)
FEO - 0,
7,Te

and to take first the limit € — 0 and after that £ — 0. Convergence of the first term
in (7.9) follows from Theorems 2.11, 3.9 and (7.7), for a suitable 7. We can use
Theorems 5.7, 4.5 and (7.8) to obtain convergence of the last term in (7.9).

Now, we turn to the second term in (7.9). It follows from our definitions that we
have £5¢ = 0° x £, where

def

P [ ) 1y egady
Moreover, for z = (t,x) € R x A one has the identity
W =)@ = [ ] @) = 0 0) Vool ppdudy,
4 JR

from which we immediately obtain the bound

sup |Df (¢ — 0°)(2)| S eg lelTheo1
zERXAZ

for every k € IN. Hence, we can conclude from [BS08] that the second term in (7.9)
vanishes as € — 0, as soon as ¢ is fixed, which finishes the proof. O

Proof of Corollary 1.2. Let & be space-time white noise on some probability space
(Q, .#,P), and let its discretisation £° be given by (1.1). Let furthermore @ be a
random variable on the same probability space which is independent of & and such
that the solution to (<I>§7€) with the nearest neighbours approximate Laplacian A®
and driven by £° is stationary. We denote by . its stationary distribution, which we
view as a measure on C* with « as in (1.2), by extending it in a piecewise constant
fashion. It then follows from [BFS83] (by combining Eq. 8.2 and Thm. 6.1 in
that article) that the sequence pi. is tight in C* as ¢ — 0 with uniformly bounded
moments of all orders, so we can choose a subsequence (which we also denote by
e ), weakly converging to an accumulation point p. Actually, combining this with
[Par75] shows that p is unique and coincides with the <I>§ measure constructed in
[Fel74]. In particular, if we view ®f as an element of C“ by piecewise constant
extension, we can and will assume by Skorokhod’s representation theorem that @
converges almost surely as ¢ — 0 to a limit &g € C®.
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5 def

Before we proceed, we introduce the space C = Cg’a([O, 1], T3) U {oo} (the

latter Holder space is a subspace of Cg’a([O, 11, R3), containing the spatially periodic
distributions), for 4, a and 77 as in (1.2), and equipped with the metric such that

def def 1

4G, 00) = (00,0 = (14 [Cllgs) ™" ¢ 00,

def

d(Clv CQ) = mln{HCI - CQHC;E]*O”CZ(CM OO) + d(CQv OO)} ’ CZ 7é oo .

Denote now by ®° the solution to (<I>§75) with initial condition ®§ and by ® the
solution to ((I>§) with initial condition ®;. We can view these as C-valued random
variables by postulating that ® = oo if its lifetime is smaller than 1. (The lifetime
of ®° is always infinite for fixed ¢.)

Since the assumptions of Theorem 1.1 are fulfilled, the convergence (1.2) holds
and, since solutions blow up at time 7™, this implies that d(®*, &) — 0 in proba-
bility, as € — 0. In order to conclude, it remains to show that P(® = o0) = 0. In
particular, since the only point of discontinuity of the evaluation maps ® — ®(¢, -)
on C is oo, this would then immediately show not only that solutions ® live up to
time 1 (and therefore any time) almost surely, but also that p is invariant for ®. To
show that ® # oo a.s., it suffices to prove tightness of ®¢ in C};’a([O, 11, T3).

To prove this tightness, we take any 6’ > ¢ and @’ > « such that the convergence
(1.2) still holds in C}S]”O‘/ ([0, T:], T3), for a sequence of stopping times 7.. Our aim
is to show that for every € > 0 there exists a constant Cz > 0 such that

P<||<1>6||05,,a/ < Cg) >1-¢7. (7.10)
7,1

Since Cgl’a/([O, 1], T3) is compactly embedded into Cg’a([O, 1], T3), this bound
implies the required tightness of the stationary solutions.

We fix £ > 0 in what follows and work with a generic constant Cz > 0, whose
value will be chosen later. For integers K > 2 and i € {0,..., K — 2}, we denote

def
Qs & 119 oo ,
7,1/ K (i+2)/ K]
where the norm || - Hcy,a/ is defined as in (1.5), but on the time interval [77, T3]

,[T1, T3]

and with a blow-up at 7. Splitting the time interval (0, 1] in (1.5) into subintervals
of length 1/ K, and deriving estimates on each subinterval, one gets

K-1 K2
H‘I’EH@’?’ < Qkpot Z(i +1)7? Qi1 < CK? Z Q% s
" i=1 i=0

if n < 0, and for some C independent of K and €. Since, by stationarity, the random
variables Q?{,i all have the same law, it follows that

K-—2
P( ||y > C-) < P(éK—"/2 e > C-)
4 g > C2) < > Qici2 C;
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< KP([0% v > CTIRKY2C:), (D)

7.2/ K

. . . = def ~__ .
To make the notation concise, we write C' = L C-1Kn/ 2C-. Furthermore, in order

to have a uniform bound on the initial data and the model, we use the following
estimate

P ([0 oo > Crcs) <P (9% > Cice
1,2/ K 7,2/ K

|@5llen < L. 127U, < L)

+ P(H‘%Hcv > L) + P(H\Zemfﬁml > L), (7.12)

valid for every L, where v > 0 is as in the proof of Theorem 1.1.
Recalling that [BFS83, Sec. 8] yields uniform bounds on all moments of j.,
and using the first bound in (7.8), Markov’s inequality implies that

P(chgucn > L) < BL7, P(||\ZE\H§,?%1 > L> <B,L77,  (1.13)

for any ¢ > 1, and for constant B; and B> independent of € and L.

Turning to the first term in (7.12), it follows from the fixed point argument in
the proof of Theorem 5.7 and the bound (4.5a), that there exists p > 1 such that one
has the bound

971 o < BaL.

1,2/ K

with Bj being independent of ¢ and L, as soon as ||®||cn < L, || Z¢ |||E§E,?%1 <L,

K > LP and L > 2. In particular, the first term vanishes if we can ensure that
Cke > B3LP (7.14)

Choosing first L large enough so that the contribution of the two terms in (7.13) is
smaller than £/3, then K large enough so that K > LP, and finally C: large enough
so that (7.14) holds, the claim follows. ]
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