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Abstract

We propose a modification, based on the RESTART (repetitive simulation trials after reaching thresholds) and DPR (dynamics probability redistribution) rare event simulation algorithms, of the standard diffusion Monte Carlo (DMC) algorithm. The new algorithm has a lower variance per workload, regardless of the regime considered. In particular, it makes it feasible to use DMC in situations where the “naïve” generalisation of the standard algorithm would be impractical, due to an exponential explosion of its variance.

We numerically demonstrate the effectiveness of the new algorithm on a standard rare event simulation problem (probability of an unlikely transition in a Lennard-Jones cluster), as well as a high-frequency data assimilation problem. We then provide a detailed heuristic explanation of why, in the case of rare event simulation, the new algorithm is expected to converge to a limiting process as the underlying stepsize goes to 0. This is shown rigorously in the simplest possible situation of a random walk, biased by a linear potential. The resulting limiting object, which we call the “Brownian fan”, is a very natural new mathematical object of independent interest.
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1 Introduction

Diffusion Monte Carlo (DMC) is a well established method developed within the Quantum Monte Carlo (QMC) community to compute the ground state energy (the
lowest eigenvalue) of the Hamiltonian operator

$$\mathcal{H}\psi = -\Delta \psi + V\psi$$

as well as averages with respect to the square of the corresponding eigenfunction [Kal62, GS71, And75, CA80, KL11]. It is based on the fact that the Feynman–Kac formula

$$\psi(x, t) = E_x \left( f(B_t) \exp \left( -\int_0^t V(B_s)ds \right) \right),$$  \hspace{1cm} (1.1)

connects the solution, \(\psi(x, t)\), of the partial differential equation

$$\partial_t \psi = -\mathcal{H}\psi$$

$$\psi(0, \cdot) = f,$$  \hspace{1cm} (1.2)

to expectations of a standard Brownian motion \(B_t\) starting at \(x\). For large times \(t\), suitably normalised integrals against the solution of (1.2) approximate normalised integrals against the ground state eigenfunction of \(\mathcal{H}\).

As we will see in the next section, DMC is an extremely flexible tool with many potential applications going well beyond quantum Monte Carlo. We will introduce a generalised version of DMC capable of solving problems arising in a wide variety of application areas. In fact, sequential importance sampling [dDG05, Liu02] is a particular application of DMC in this general framework. In that setting the goal is to compute normalised expectations of the form

$$E \left( f(y_t) \exp \left( -\sum_{t_k \leq t} V(k, y_t) \right) \right)$$

$$E \exp \left( -\sum_{t_k \leq t} V(k, y_t) \right),$$

where the \(V(k, \cdot)\) are functions encoding, for example, the likelihood of sequentially arriving observations (at times \(t_1 < t_2 < t_3 < \cdots\)) given the state of some Markov process \(y_t\). A central component of a sequential importance sampling scheme is a so-called “resampling” step (see e.g. [dDG05, Liu02]) in which copies of a system are weighted by the ratio of two densities and then resampled to produce an unweighted set of samples. Some popular resampling algorithms are adaptations of the generalised version of DMC that we will present below in Algorithm 1 (e.g. residual resampling as described in [Liu02]). Our results suggest that sequential importance sampling schemes could be improved (in some cases dramatically) by building the resampling step from our modification of DMC in Algorithm 2.

In addition to existing algorithms such as sequential Monte Carlo that can be naturally cast as DMC, one can imagine several unexplored uses of DMC. For example, we will show that the generalisation of DMC in Algorithm 1 below could potentially be used to compute approximations to quantities of the form

$$E \left( f(y_t) \exp \left( -\int_0^t V(y_t)dy_t \right) \right),$$

or

$$E(f(y_t) \exp (-V(y_t))),$$  \hspace{1cm} (1.3)

where \(y_t\) is a diffusion. The second of these expectations is particularly interesting. We will see that, in the context of computing expectations of this form, DMC becomes a
rare event simulation technique (see e.g. [Buc04, AG10] and the references therein), i.e. a tool for efficiently generating samples of extremely low probability events and computing their probabilities. Such tools can be used to compute the probability or frequency of dramatic fluctuations in a stochastic process. Those fluctuations might, for example, characterise a reaction in a chemical system or a failure event in an electronic device (see e.g. [FS96, Buc04]).

Unfortunately, in many of the most interesting settings, the natural generalisation of DMC introduced in Algorithm 1 exhibits a dramatic instability. We show that this instability can be corrected by a slight enlargement of the state space to include a parameter dictating which part of the state space a sample is allowed to visit. The resulting method is introduced in Algorithm 2 in Section 2 below. This modification is inspired by the RESTART and DPR rare event simulation algorithms [VAVA91, HT99, DD11]. The RESTART and DPR algorithms bias an underlying Markov process by splitting the trajectory of the process into multiple trajectories and then appropriately reweighing the resulting trajectories. The splitting occurs every time the process moves from one set to another in a predefined partition of the state space. The key feature of the algorithms that we borrow is a restriction placed on the trajectories resulting from a splitting event. The new trajectories are only allowed to explore a certain region of state space and are eliminated when they exit this region. Our modification of DMC is similar, except that our branching rule is not necessarily based on a fixed partition of state space.

In Section 3, we demonstrate the stability and utility of the new method in two applications. In the first one, we use the method to compute the probability of very unlikely transitions in a small cluster of Lennard-Jones particles. In the second example we show that the method can be used to efficiently assimilate high frequency observational data from a chaotic diffusion. In addition to these computational examples, we provide an in-depth mathematical study of the new scheme (Algorithm 2). We show that regardless of parameter regime and even underlying dynamics (i.e. \( y_t \) need not be related to a diffusion) the estimator generated by the new algorithm has lower variance per workload than the DMC estimator.

In addition, by focusing on a particular asymptotic regime (small time-discretisation parameter) we are also able to rigorously establish several dramatic results concerning the stability of Algorithm 2 in settings in which the straightforward generalisation of DMC is unstable. In Section 5, we take a closer look at the situation (1.3) used for rare event simulation. We provide a heuristic explanation why one would expect our algorithm to converge to a limiting process as the discretisation parameter converges to 0 and we give a non-rigorous characterisation of the limiting object which we call the “Brownian fan.” We also provide a detailed study of the fine properties of this limiting process in the simplest case when \( y_t \) is a random walk (rescaled so that it converges to Brownian motion) and the biasing potential \( V \) is linear. The Brownian fan is interesting in its own right from a mathematical perspective and does not seem to have been studied before, though it is very closely related to the “Virgin island model” introduced in [Hut99].

The final part of this article, Section 6, is then devoted to a rigorous proof of the convergence of the output of Algorithm 2 to the Brownian fan for any sufficiently light-tailed one-step distribution of the underlying random walk. This result is formulated in Theorem 6.11. The Brownian fan has the unusual property that, while the number of particles alive at any fixed time \( t \) is finite with moments of all orders, there is a dense set of exceptional times at which it is infinite, due to the fact that offspring are created at infinite rate. As a consequence, an immediate challenge in our study of the Brownian
fan is finding a state space in which it is a well-behaved Markov process (i.e. Feller and with continuous sample paths).

1.1 Notations

For any space $\mathcal{Y}$, we will denote by $\mathcal{M}^+(\mathcal{Y})$ the space of finite positive measures on $\mathcal{Y}$, endowed with the topology of weak convergence, together with the convergence of total mass. Given a random variable $X$, we denote its law by $\mathcal{D}(X)$, except in some cases where we introduce dedicated notations.

We will often use the notation $a \lesssim b$ as a shorthand for the inequality $a \leq Cb$ for some constant $C$. The dependence of $C$ on other quantities will usually be clear from the context, and will be indicated when ambiguities may arise. We will also use the standard notations $a \wedge b = \min\{a, b\}$, $a \vee b = \max\{a, b\}$, and $[a] = \max\{i \in \mathbb{Z} : i \leq a\}$.
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2 The algorithm and a summary of our main results

With the potential term $V$ removed, the PDE (1.2) is simply the familiar Fokker-Planck (or forward Kolmogorov) equation and one can of course approximate (1.1) (with $V = 0$) by

$$\hat{f}_t = \frac{1}{M} \sum_{j=1}^{M} f(w^{(j)}_t),$$

where the $w^{(j)}$ are $M$ independent realisations of a Brownian motion. The probabilistic interpretation of the source term $V\psi$ in the PDE is that it is responsible for the killing and creation of sample trajectories of $w$. In practice one cannot exactly compute the integral appearing in the exponent in (1.1). Common practice (assuming that $t_k = k\epsilon$) is to replace the integral by the approximation

$$\int_0^t V(w_s) \, ds \approx \sum_{k=0}^{\lfloor t/\epsilon \rfloor - 1} \frac{1}{2} (V(w_{t_k}) + V(w_{t_{k+1}})) \epsilon,$$

where $\epsilon > 0$ is a small time-discretisation parameter. DMC then approximates

$$\langle f \rangle_t = \mathbb{E} \left( f(w_t) \exp\left( - \sum_{k=0}^{\lfloor t/\epsilon \rfloor - 1} \frac{1}{2} (V(w_{t_{k+1}}) + V(w_{t_k})) \epsilon \right) \right).$$

The version of DMC that we state below in Algorithm 1 is a slight generalisation of the standard algorithm and approximates

$$\langle f \rangle_t = \mathbb{E} \left( f(y_t) \exp\left( - \sum_{k=0}^{\lfloor t/\epsilon \rfloor - 1} \chi(y_{k\epsilon}, y_{(k+1)\epsilon}) \right) \right),$$
where \( y_t \) is any Markov process and \( \chi \) is any function of two variables. Because it will be the case in our examples as well as in our in-depth case study, we have assumed that the Markov process is sampled at equal time intervals of length \( \varepsilon \). For simplicity we will henceforth also assume that \( t \) is a multiple of \( \varepsilon \). These assumptions are by no means necessary. The DMC algorithm proceeds as follows:

**Algorithm 1 Slightly generalised DMC**

1. Begin with \( M \) copies \( x_0^{(j)} = x_0 \) and \( k = 0 \).

2. At step \( k \) there are \( N_{k\varepsilon} \) samples \( x_{k\varepsilon}^{(j)} \). Evolve each of these \( \varepsilon \) units of time under the underlying dynamics to generate \( N_{k\varepsilon} \) values
   \[
   \tilde{x}_{(k+1)\varepsilon}^{(j)} \sim P(y_{(k+1)\varepsilon} \in dx \mid y_{k\varepsilon} = x_{k\varepsilon}^{(j)}).
   \]

3. For each \( j = 1, \ldots, N_{k\varepsilon} \), let
   \[
   P^{(j)} = e^{-\chi(x_{k\varepsilon}^{(j)}, \tilde{x}_{(k+1)\varepsilon}^{(j)})}
   \]
   and set
   \[
   N^{(j)} = \lfloor P^{(j)} + u^{(j)} \rfloor,
   \]
   where the \( u^{(j)} \) are independent \( U(0,1) \) random variables.

4. For \( j = 1, \ldots, N_{s} \), and for \( i = 1, \ldots, N^{(j)} \) set
   \[
   x_{(k+1)\varepsilon}^{(j,i)} = \tilde{x}_{(k+1)\varepsilon}^{(j)}.
   \]

5. Finally, set \( N_{(k+1)\varepsilon} = \sum_{j=1}^{N_{k\varepsilon}} N^{(j)} \) and list the \( N_{(k+1)\varepsilon} \) vectors \( \{x_{(k+1)\varepsilon}^{(j)}\}_{j=1}^{N_{k\varepsilon}} \) as \( \{x_{(k+1)\varepsilon}^{(j)}\}_{j=1}^{N_{k\varepsilon}} \).

6. At time \( t \), produce the estimate
   \[
   \hat{f}_t = \frac{1}{M} \sum_{j=1}^{N_{t}} f(x_{t}^{(j)}).
   \]

Here, the notation \( U(a,b) \) was used to refer to the law of a random variable that is uniformly distributed in the interval \( (a,b) \). Below we will refer to the \( x_t^{(j)} \) as particles and to a collection of particles as an ensemble. Algorithm 1 results in an unbiased estimate of (2.2), i.e.

\[
E^1 \hat{f}_t = \langle f \rangle_t.
\]

For reasonable choices of \( \chi \) and \( f \) (e.g. \( \sup_{k \leq t/\varepsilon} \langle 1 \rangle_{k \varepsilon} < \infty \) and \( \langle |f| \rangle_t < \infty \)) the law of large numbers then implies that

\[
\lim_{M \to \infty} \hat{f}_t = \langle f \rangle_t.
\]

We use the symbol \( E^1 \) for expectations under the rules of Algorithm 1 to distinguish them for expectations under the rules of our modified algorithm (Algorithm 2 below) which will simply be denoted by \( E \).

Of course if we set
\[
\chi(x,y) = \frac{1}{2} (V(x) + V(y)) \varepsilon ,
\]
then
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then we are back to the quantum Monte Carlo setting. We might, however, choose
\[ \chi(x, y) = V(x)(y - x), \] (2.4)
which, if \( y_t \) approximates a diffusion (which we also denote by \( y_t \)), formally corresponds to an approximation of
\[ \langle f \rangle_t = \mathbb{E}\left( f(y_t) \exp\left( -\int_0^t V(y_s) dy_s \right) \right), \]
or
\[ \chi(x, y) = V(y) - V(x), \] (2.5)
corresponding to an approximation of
\[ \langle f \rangle_t = e^{V(x_0)} \mathbb{E}\left( f(y_t) e^{-V(y_t)} \right). \]

The generalisation of DMC resulting from various choices of \( \chi \) is not frivolous. In Section 3 we will see that, with \( \chi \) of form (2.5), one can design potentially very useful rare event and particle filtering schemes. Unfortunately, when \( y_t \) is a diffusion or a discretisation of a diffusion, the resulting Algorithms behave extremely poorly in the small discretisation size limit (\( \varepsilon \to 0 \)). The reason is simple: on a time interval \( \varepsilon \), a typical step of Brownian motion moves by \( O(\sqrt{\varepsilon}) \). Therefore, unlike for (2.3), for both (2.4) and (2.5), the typical size of \( \chi(x, y) \) is of order \( \sqrt{\varepsilon} \). As a consequence, at each step, the probability that a particle either dies or spawns a child is itself of order \( \sqrt{\varepsilon} \).

Without modification, as \( \varepsilon \to 0 \), the fluctuations in the number of particles, \( N_{\lfloor t/\varepsilon \rfloor} \), will grow wildly and the process will die out before a time of order 1 with higher and higher probability, thus causing the variance of our estimator to explode. This phenomenon is already evident in the simple case of a Brownian motion,
\[ y_{(k+1)\varepsilon} = y_{k\varepsilon} + \sqrt{\varepsilon} \xi_{k+1}, \quad X(0) = 0, \] (2.6)
with
\[ \chi(x, y) = y - x \] (2.7)
(a choice consistent with either (2.4) or (2.5)). Here the \( \xi_k \) are independent mean 0 and variance 1 Gaussian random variables. We will analyse this example (with more general \( \xi_k \)) in great depth in Sections 5 and 6. For the moment, Figure 2 demonstrates the dramatic failure of the straightforward generalisation of DMC in Algorithm 1 on this simple example. There we plot the logarithm of the second moment of the number of particles in the ensemble at time 1 (i.e. after \( 1/\varepsilon \) steps of the algorithm) versus \( \log \varepsilon \) for several values of \( \varepsilon \). Clearly, \( \mathbb{E}(N_1^2) \) is growing exponentially in \( 1/\varepsilon \). This instability can be removed by carrying out the branching steps (Steps 3-5) only every \( O(1) \) units of time instead of every \( \varepsilon \) units of time and accumulating weights for the particles in the intervening time intervals. However, this small \( \varepsilon \) regime cleanly highlights a serious (and unnecessary) deficiency in DMC. In contrast to Algorithm 1, the method that we will describe in Algorithm 2 below, appears to be stable as \( \varepsilon \) vanishes (a property that will be confirmed later in Proposition 6.2).

Our modification of DMC described in Algorithm 2 below not only suppresses the small \( \varepsilon \) instability just described, but results in a more robust and efficient algorithm in any context. Inspired by the RESTART and DPR algorithms studied in [VAVA91, HT99, DD11] we append to each particle a “ticket” \( \theta \) limiting the region that the particle is
allowed to visit. Samples are eliminated when and only when they violate their ticket values. As a consequence, particles typically survive for a much longer time, and in many situations there is a well-defined limiting algorithm when $\varepsilon \to 0$. More precisely, the modified algorithm proceeds as follows:

**Algorithm 2** Ticketed DMC

1. Begin with $M$ copies $x_0^{(j)} = x_0$. For each $j = 1, \ldots, M$ choose an independent random variable $\theta_0^{(j)} \sim \mathcal{U}(0, 1)$.

2. At step $k$ there are $N_{k\varepsilon}$ samples $(x_{k\varepsilon}^{(j)}, \theta_{k\varepsilon}^{(j)})$. Evolve each of the $x_{k\varepsilon}^{(j)}$ one step to generate $N_{k\varepsilon}$ values $\tilde{x}_{(k+1)\varepsilon}^{(j)} \sim \mathcal{P}(y_{(k+1)\varepsilon} \in dx | y_{k\varepsilon} = x_{k\varepsilon}^{(j)})$.

3. For each $j = 1, \ldots, N_{k\varepsilon}$, let
   \[
   P^{(j)} = e^{-\chi(x_{k\varepsilon}^{(j)}, \tilde{x}_{(k+1)\varepsilon}^{(j)})}, \quad (2.8)
   \]
   If $P^{(j)} < \theta_{k\varepsilon}^{(j)}$ then set
   \[
   N^{(j)} = 0.
   \]
   If $P^{(j)} \geq \theta_{k\varepsilon}^{(j)}$ then let and set
   \[
   N^{(j)} = \lfloor P^{(j)} + u^{(j)} \rfloor \lor 1, \quad (2.9)
   \]
   where $u^{(j)}$ are independent $\mathcal{U}(0, 1)$ random variables.

4. For $j = 1, \ldots, N_{k\varepsilon}$, if $N^{(j)} > 0$ set
   \[
   x_{(k+1)\varepsilon}^{(j,1)} = \tilde{x}_{(k+1)\varepsilon}^{(j)} \quad \text{and} \quad \theta_{(k+1)\varepsilon}^{(j,1)} = \frac{\theta_{k\varepsilon}^{(j)}}{P^{(j)}}
   \]
   and for $i = 2, \ldots, N^{(j)}$
   \[
   x_{(k+1)\varepsilon}^{(j,i)} = \tilde{x}_{(k+1)\varepsilon}^{(j)} \quad \text{and} \quad \theta_{(k+1)\varepsilon}^{(j,i)} \sim \mathcal{U}(P^{(j)}^{-1}, 1).
   \]

Figure 1: Second moment of $N$ versus stepsize.
5. Finally set \( N_{(k+1)\varepsilon} = \sum_{j=1}^{N_k\varepsilon} N^{(j)} \) and list the \( N_{(k+1)\varepsilon} \) vectors \( \{x_{(k+1)\varepsilon}^{(j)}\} \) as \( \{x_{(k+1)\varepsilon}^{(j)}\}_{j=1}^{N_{k+1}\varepsilon} \).

6. At time \( t \) produce the estimate

\[
\hat{f}_t = \frac{1}{M} \sum_{j=1}^{N_t} f(x_t^{(j)}).
\]

**Remark 2.1** Both here and in Algorithm 1, we could have replaced the random variable \( \lfloor P^{(j)} + u^{(j)} \rfloor \) by any integer-valued random variable with mean \( P^{(j)} \). The choice given here is natural, since it is the one that minimises the variance. From a mathematical perspective, the analysis would have been slightly easier if we chose instead to use Poisson distributed random variables.

We should first establish that this new algorithm “does the job” in the sense that if the steps in Algorithm 1 are replaced by those in Algorithm 2, the resulting ensemble of particles still produces an unbiased estimate of the quantity \( \langle f \rangle \), defined in (2.2). This is the subject of Theorem 4.1 below which establishes that, indeed, for any bounded test function \( f \) and any choice of \( \chi \),

\[
E\hat{f}_t = \langle f \rangle_t.
\]  

We have already mentioned that a considerable portion of this paper is devoted to showing that our modification of DMC, Algorithm 2, does not suffer the small \( \varepsilon \) instability observed in Algorithm 1. In that asymptotic regime Algorithm 2 dramatically outperforms the straightforward generalisation of DMC in Algorithm 1. However, a surprising side-effect of our modification is that Algorithm 2 is superior to Algorithm 1 in all contexts. Before describing our theoretical results in the small \( \varepsilon \) limit, we will therefore compare Algorithms 1 and 2 independently of a specific regime (discretisation stepsize, choice of \( \chi \), etc).

The key tool in carrying out this comparison is Lemma 4.4 in Section 4. That lemma establishes that by simply randomising all tickets uniformly between 0 and 1 at each step of Algorithm 2, one obtains a process that, in law, is identical to the one generated by Algorithm 1. With this observation in hand we are able to establish in Theorem 4.3 that the estimator produced by Algorithm 2 always has lower variance than Algorithm 1, i.e. we prove that

\[
\text{var} \hat{f}_t \leq \text{var}^1 \hat{f}_t.
\]  

holds for any bounded test function \( f \), any underlying Markov chain \( Y \), and any choice of \( \chi \). In expression (2.11) we have again distinguished expectations under the rules of Algorithm 1 from all other expectations by a superscript 1.

In comparing Algorithms 1 and 2, it is not enough to simply compare the variances of the corresponding estimators: one should also compare their respective costs. Since the dominant contribution to any cost difference in the two algorithms will come from differences in the number of times one must evolve a particle from one time step to the next we compare the expectations of *workload*

\[
W_t = \sum_{k=0}^{t/\varepsilon-1} N_{k\varepsilon}
\]
under the two rules. However, by (2.10) with \( f \equiv 1 \) we see that

\[
E^1W_t = E^2W_t = M \sum_{k=0}^{t/\epsilon - 1} \mathbf{E} \exp \left( - \sum_{j=0}^{k-1} \chi(y_j, y_{j+1}) \right),
\]

so that the expected cost of both algorithms is the same. In fact, the proof of Theorem 4.3 can be modified slightly to show that the variance of the workload of Algorithm 2 is always lower than the variance of workload of Algorithm 1. These remarks leave little room for ambiguity. Algorithm 2 is more efficient than Algorithm 1 in any setting.

Let us return now to the behaviour of the process generated by Algorithm 2 in the \( \epsilon \to 0 \) limit in the special case delineated by equations (2.6) and (2.7) (but allowing more generality in the \( \xi_k \) variables). This topic is the subject of Sections 5 and 6. We begin in Section 5 by motivating the construction of the continuous-time limit of the process generated by Algorithm 2 in the special case in which \( Y \) is an appropriately scaled random walk and \( \chi(x, y) = y - x \). The process that we construct there in Definition 5.8 is built recursively by successive realisations of a Poisson point process in a space of excursions of \( y_t \). We call this process the Brownian fan. Loosely speaking, the Brownian fan is a branching process obtained in the following way. Start with a (usually finite) number of initial particles on \( \mathbb{R} \) that furthermore come each with a tag \( v \in \mathbb{R} \), such that the position \( x \) satisfies \( x > v \). Each of these particles, which we call the ancestor particles, perform independent Brownian motions until they hit the barrier \( x = v \), where they get killed. Each of these particles independently produces offspring according to the following mechanism. Denoting by \( \mathcal{E} \) the space of excursions on \( \mathbb{R} \), let \( M \) be the Poisson point process on \( \mathbb{R} \times \mathcal{E} \) with intensity measure \( a \, dt \otimes \mathcal{Q} \) for some \( a > 0 \), where \( \mathcal{Q} \) is Itô’s Brownian excursion measure [Itô72]. If \( (t, w) \) is one of the points of \( M \) and the corresponding ancestor particle is alive at time \( t \) and located at \( x_t \), then it gives raise to an offspring which performs the motion described by \( w \), translated so that the origin of the excursion lies at \( (t, x_t) \). This mechanism is then repeated recursively for each new particle created in this way.

The Brownian fan has a number of very nice properties. For example, as established by Theorem 5.13, the continuous-time analogue of the number of particles at time \( t \), \( N_t \), corresponding to the Brownian fan satisfies

\[
\sup_{t > 0} \mathbf{E} \exp \left( \lambda_t N_t \right) < \infty \tag{2.12}
\]

for some continuous decreasing function \( \lambda_t > 0 \). As established in Proposition 5.15, the bound in (2.12) implies that the continuous-time analogue of the workload,

\[
W_t = \int_0^t N_s \, ds
\]

is very nearly a differentiable function of time,

\[
\sup_{t \leq T} \lim_{h \to 0} \frac{|W_{t+h} - W_t|}{h |\log h|} < \infty.
\]

This is close to optimal, since there turns out to be a dense set of exceptional times at which there are infinitely many particles alive (see the argument given at the end of Section 5.2.3 below).

Finally, in Proposition 5.18 we establish that the Brownian fan is a Feller process in a suitable state space which, when combined with the continuity property established in Proposition 6.8 implies that the Brownian fan is a strong Markov process.
The usual method by which one attempts to characterise the continuous-time limit of a sequence of discrete-time processes involves studying the limit of the generators of the discrete-time processes. In our case, as described in Section 5.3.4 the discrete-time generators do not converge to the correct limit. Surprisingly (and rather confusingly), they do actually converge to the generator of a Brownian fan, but unfortunately with the wrong parameters! Nevertheless, without resort to generators, in Theorem 6.11 we are able to establish the convergence of the process generated by Algorithm 2 to the Brownian fan. En route to this result we establish a number of important and extremely encouraging results about the behaviour of the process generated by Algorithm 2 for finite ε. For example, in Proposition 6.2 we obtain that

$$\sup_{\varepsilon < \varepsilon_0} E[N_t|^p < \infty,$$

for any $p \geq 0$ and $\varepsilon_0 > 0$ sufficiently small where here $N_t$ refers to the number of particles generated in Algorithm 2 and not to the Brownian fan (for which we have the even stronger result in (2.12)). In Corollary 6.10 we prove a uniform (in ε) form of continuity of the processes.

The existence of a continuous-time limit along with the many other robust features of Algorithm 2 established in the results just mentioned strongly suggest that Algorithm 2 has significant potential as a flexible and efficient computational tool. In the next section we provide numerical evidence to that effect.

3 Two examples

In the following subsections we apply our modified DMC algorithm to two simple problems. In Section 3.1 we consider the approximation of a small probability related to the escape of a diffusion from a deep potential well. We will use Algorithm 2 to bias simulation of the diffusion so that an otherwise rare event (escape from the potential well) becomes common (and then reweight appropriately). We will see that extremely low probability events can be computed with reasonably low relative error. In Section 3.2 we demonstrate the performance of Algorithm 2 in one of DMCs most common application contexts, particle filtering. We will reconstruct a hidden trajectory of a diffusion, given noisy but very frequent observations. Our comparison shows that the reconstruction produced by the modified method is dramatically more accurate than the reconstruction produced by straightforward generalisation of DMC.

3.1 Rare event simulation

In Quantum Monte Carlo applications, the function $\chi$ is (for the most part) specified by the potential $V$ as in (2.3). In other applications however, there may be more freedom in the choice of $\chi$ to achieve some specific goal. As already mentioned earlier, the choice $\chi(x, y) = V(y) - V(x)$ turns Algorithm 2 into an estimator of

$$\langle f \rangle_t = e^{V(x_0)}E(f(y_t)e^{-V(y_t)}) .$$

The design of a “good” choice of $V$ will be discussed below. By redefining $f$ we find that $e^{-V(x_0)}e^{Vf_t}$ is an unbiased estimate of $E(f(y_t))$, i.e.

$$e^{-V(x_0)}E\sum_{j=1}^{N_t} e^{V(x^{(j)}_t)} f(x^{(j)}_t) = Ef(y_t) ,$$
where the samples $x_t^{(j)}$ are generated as in Algorithm 2. This suggests choosing $V$ to minimise the variance of $e^{V^T f_t}$. Intuitively this involves choosing $V$ to be smaller in regions where $f$ is significant. The branching step in Algorithm 2 will create more copies when $V$ decreases, focusing computational resources in regions where $V$ is small.

As an example, consider the overdamped Langevin dynamics

$$dy_t = -\nabla U(y_t) dt + \sqrt{2\gamma} dB_t$$

where $y$ represents the positions of seven two-dimensional particles (i.e. $y \in \mathbb{R}^7$) and

$$U(x) = \sum_{i<j} 4 \left( \|x_i - x_j\|^{-12} - \|x_i - x_j\|^{-6} \right).$$

In this formula $x_i$ represents the position of the $i$th particle (i.e. $x_i \in \mathbb{R}^2$). In various forms this Lennard-Jones cluster is a standard non-trivial test problem in rare event simulation (see [DBC98]).

After discretising this process by the Euler scheme

$$y_{k+1} = y_k - \nabla U(y_k) \varepsilon + \sqrt{2\gamma \varepsilon} \xi_{k+1}$$

with a stepsize of $\varepsilon = 10^{-3}$ we apply Algorithm 2 with

$$\chi(x, y) = V(y) - V(x), \quad V(x) = \frac{\lambda}{kT} \min_{i \geq 2} \left\{ \|x_i - \frac{1}{7} \sum_j x_j\| \right\}.$$

The properties of the Euler discretisation in the context of rare event simulation are discussed in [VEWb].

Our goal is to compute

$$P_{x^A}(y_2 \in B), \quad B = \{x : V(x) < 0.1\},$$

where our initial configuration is given by $x_0^A = (0, 0, \ldots, 0)$ and for $j = 2, 3, \ldots, 7$,

$$x_j^A = \left( \cos \frac{j\pi}{3}, \sin \frac{j\pi}{3} \right)$$

(see Figure 2). Starting from initial configuration $x_0^A = x^A$, the particle initially at the centre of the cluster $(x_1^A)$ will typically remain there for a length of time that increases exponentially in $\gamma^{-1}$. We are roughly computing the probability that, in 2 units of time,
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Table 1: Performance of Algorithm 2 on the Lennard-Jones cluster problem described in Section 3.1 at different temperatures ($\gamma$). A measure of the efficiency improvement of Algorithm 2 over straightforward simulation is obtained by taking the ratio of the last two columns.

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$\lambda$</th>
<th>estimate</th>
<th>workload</th>
<th>$\frac{1}{2} \left( \text{variance} \times \text{workload} \right)$</th>
<th>brute force variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>1.9</td>
<td>$1.125 \times 10^{-2}$</td>
<td>12.90</td>
<td>$4.732 \times 10^{-3}$</td>
<td>$1.112 \times 10^{-2}$</td>
</tr>
<tr>
<td>0.2</td>
<td>1.3</td>
<td>$2.340 \times 10^{-3}$</td>
<td>11.64</td>
<td>$2.344 \times 10^{-4}$</td>
<td>$2.335 \times 10^{-3}$</td>
</tr>
<tr>
<td>0.1</td>
<td>1</td>
<td>$7.723 \times 10^{-5}$</td>
<td>13.87</td>
<td>$7.473 \times 10^{-7}$</td>
<td>$7.722 \times 10^{-5}$</td>
</tr>
<tr>
<td>0.05</td>
<td>0.85</td>
<td>$9.290 \times 10^{-8}$</td>
<td>30.84</td>
<td>$1.002 \times 10^{-11}$</td>
<td>$9.290 \times 10^{-8}$</td>
</tr>
<tr>
<td>0.025</td>
<td>0.8</td>
<td>$1.129 \times 10^{-13}$</td>
<td>204.8</td>
<td>$1.311 \times 10^{-21}$</td>
<td>$1.129 \times 10^{-13}$</td>
</tr>
</tbody>
</table>

The particle at the centre of the cluster exchanges positions with one of the particles in the outer shell. This probability decreases exponentially in $\gamma^{-1}$ as $\gamma \to 0$. In this case

$$f(x) = 1_B(x),$$

where $1_B$ is the indicator function of $B$. In our simulations, $\lambda$ is chosen so that the expected number of particles ending in $B$, $E_\gamma f_2$, is (very) roughly 1. The results for several values of the temperature $\gamma$ are displayed in Table 1.

The workload referenced in Table 1 is the (scaled) expected total number of $\nabla U$ evaluations per sample, i.e. the expectation of

$$\epsilon W_2 = \epsilon \sum_{k=1}^{2/\epsilon} N_{ke}. $$

Note that when $V \equiv 0$, Algorithm 2 reduces to straightforward (brute force) simulation and the workload is exactly 2. Increasing $\lambda$ results in the creation of more particles. This has the competing effects of increasing the workload on the one hand but reducing the variance of the resulting estimator on the other. If we let $\sigma^2$ denote the variance of one sample run of Algorithm 2 (i.e. $\text{var} e^{-V(x)^\alpha} \epsilon \sqrt{f_2}$ with $M = 1$) and $\sigma_{f_2}^2$ the variance of the random variable $f(y_2)$, then the number of samples required to compute an estimate with a statistical error of $\text{err}$ is $M = \sigma^2/\text{err}$ and $M_{bf} = \sigma_{f_2}^2/\text{err}$ for Algorithm 2 and brute force respectively. Taking account of the expected cost (scaled by $\epsilon$) per sample of Algorithm 2 (reported in the “workload” column) and of brute force simulation (identically 2) we can obtain a comparison of the cost of Algorithm 2 and brute force by comparing the brute force variance to the product of the variance of the estimate produced by Algorithm 2 and one-half the workload reported in the fourth column of the table. These quantities are reported in the last two columns of the table. By taking the ratio of the two columns we obtain a measure of the relative cost per degree of accuracy of the two methods. One can see that the speedup provided by Algorithm 2 becomes dramatic for smaller values of $\gamma$. The variance of the brute force estimator is computed from the values in the third column by

$$\text{brute force variance} = P_{x^A}(y_2 \in B)(1 - P_{x^A}(y_2 \in B)).$$

Only the estimates in the first two rows of Table 1 were compared against straightforward simulation. Those estimates agreed to the appropriate precision.

The choice of $V$ used in the above simulations is certainly far from optimal. Given the similarities in this rare event context between Algorithm 2 and the DPR algorithm, it
should be straightforward to adapt the results of Dean and Dupuis in [DD11] identifying optimal choices of $V$ in the small $\gamma$ limit. In fact, we suspect (but do not prove) that the optimal choice of $V$ at any temperature is given by the time-dependent function

$$V(k, x) = -\log P(y_2 \in B \mid y_{k\varepsilon} = x).$$

This choice is clearly impractical as it requires knowing the probability that we are trying to compute. Even asymptotic estimates based on taking an appropriate low $\gamma$ limit of this choice are often not practical so it is worth noting that, even with a rather clumsy choice of $V$, our scheme is still able to produce impressive results to fairly low temperatures. We fully expect however that without a very carefully chosen $V$, the cost of achieving a fixed relative accuracy for our scheme will grow exponentially with $\gamma^{-1}$ as $\gamma \to 0$. This characteristic is common in rare event simulation methods.

### 3.2 Non-linear filtering

In this section our goal is to reconstruct a sample path of the solution to the stochastic differential equation

$$dy_{(1)}(t) = 10(y_{(1)}(t) - y_{(2)}(t)) dt + \sqrt{2}dB_{(1)}(t), \quad (3.1)$$

$$dy_{(2)}(t) = (y_{(1)}(t)^2 - y_{(3)}(t) - y_{(2)}(t)) dt + \sqrt{2}dB_{(2)}(t), \quad (3.2)$$

$$dy_{(3)}(t) = \left(\frac{y_{(1)}(t)}{y_{(2)}(t)} - \frac{8}{3}y_{(3)}(t)\right) dt + \sqrt{2}dB_{(3)}(t), \quad (3.3)$$

with

$$y_0 = \begin{pmatrix} -5.91652 \\ -5.23326 \\ 24.57231 \end{pmatrix}.$$  

The deterministic version of this system is the famous Lorenz 63 chaotic ordinary differential equation [Lor63]. The stochastic version above is commonly used in tests of on-line filtering strategies (see e.g. [MGG94, MTAC12]).

The path of $y_t$ is revealed only through the 3-dimensional noisy observation process

$$dh_t = y_t dt + 0.1 dB_t \quad (3.4)$$

where the 3-dimensional Brownian motion $B_t$ is independent of $B_t$. Our task is to reconstruct the path of $y_t$ given a realisation of $h_t$. More precisely, our goal is to sample from (and compute moments of) the conditional distribution of $y_t$ given $F_{h_t}$, where $F_{h_t}$ is the filtration generated by $h$. One can verify that expectations with respect to this conditional distribution can be written as

$$E^B \left( f(y_t) \exp \left( -10 \int_0^t \langle y_s, dh(s) \rangle - 50 \int_0^t \|y_s\|^2 ds \right) \right)$$

$$E^B \exp \left( -10 \int_0^t \langle y_s, dh(s) \rangle - 50 \int_0^t \|y_s\|^2 ds \right), \quad (3.5)$$

where the superscript $B$ on the expectations indicates that they are expectations over $B_t$ only and not over $B_{h_t}$, i.e. the trajectory of $h_t$ is fixed. We will focus on estimating the mean of this distribution $(f(x) = x)$ which we will refer to as the reconstruction of the hidden signal.

As always, we should first discretise the problem. The simplest choice is to again replace (3.1) by its Euler discretisation with parameter $\varepsilon$. The observation process (3.4) can be replaced by

$$h_{(k+1)\varepsilon} - h_{k\varepsilon} \approx y_{k\varepsilon} \varepsilon + 0.1 \sqrt{\varepsilon} \eta_{k+1}$$  

(3.6)
where the $\eta_k$ are independent Gaussian random variables with mean 0 and identity covariance. We again set $\varepsilon = 10^{-4}$. With this choice for $h_t$, it is equivalent to assume that the observation process is the sequence of increments $h_{(k+1)\varepsilon} - h_{k\varepsilon}$ instead of $H$ itself. To emphasise that we will be conditioning on the values of $h_{(k+1)\varepsilon} - h_{k\varepsilon}$ and not computing expectations with respect to these variables we will use the notation $\triangle_k$ to denote a specific realisation of  $h_{(k+1)\varepsilon} - h_{k\varepsilon}$. In Figure 3.2 we plot a trajectory of the resulting discrete process $y$ and observations $h_{(k+1)\varepsilon} - h_{k\varepsilon}$.

Note that given a particular state $y_{k \varepsilon} = x$, the probability of observing $h_{(k+1)\varepsilon} - h_{k\varepsilon} = \triangle$ is

$$
\exp \left( - \frac{\| x\varepsilon - \triangle \|_0^2}{0.02 \varepsilon} \right)
$$

and expectations of the discretised process $y$ given the $h_{(k+1)\varepsilon} - h_{k\varepsilon} = \triangle$ observations can be computed by the formula

$$
Z_k^{-1} \mathbf{E} \left( y_{k \varepsilon} \exp \left( - \sum_{j=1}^{k} \frac{\| y_{j \varepsilon} - \triangle_j \|_0^2}{0.02 \varepsilon} \right) \right), \quad (3.7)
$$

where the normalisation constant $Z_k$ is given by

$$
Z_k = \mathbf{E} \exp \left( - \sum_{j=1}^{k} \frac{\| y_{j \varepsilon} - \triangle_j \|_0^2}{0.02 \varepsilon} \right).
$$

In the small $\varepsilon$ limit, formula (3.7) (with $k = t/\varepsilon$) indeed converges to (3.5) (see [Cri11]).

Expression (3.7) suggests applying Algorithms 1 or 2 with

$$
\chi(x,y) = \frac{\| y\varepsilon - \triangle_{k+1} \|_0^2}{0.02 \varepsilon}
$$

at each time step. Below it will be convenient to consider the resulting choice of $P(x)$,

$$
P(x) = \exp \left( - \frac{\| x^{(i)} - \triangle_{k+1} \|_0^2}{0.02 \varepsilon} \right)
$$
in Algorithm 2. With this choice, the expected number of particles at the \( k \)th step would be

\[
M \mathbb{E} \exp \left( \sum_{j=1}^{k} \frac{\| y_{j} \|^{2}}{0.02 \varepsilon} \right),
\]

a quantity that my decay very rapidly with \( k \). Since our goal is to compute conditional expectations we are free to normalise \( P^{(i)} \) by any constant. A tempting choice is

\[
P^{(i)} = \frac{Z_{k}}{Z_{k+1}} \exp \left( -\frac{\| \tilde{x}_{(i)}^{(k+1)} - \Delta_{k+1} \|^{2}}{0.02 \varepsilon} \right)
\]

which would result in \( \mathbb{E} N_{k \varepsilon} = M \) for all \( k \). Unfortunately we do not know the conditional expectation in the denominator of this expression. However, for a large number of particles \( N_{k \varepsilon} \) we have the approximation

\[
\frac{1}{N_{k \varepsilon}} \sum_{i=1}^{N_{k \varepsilon}} \exp \left( -\frac{\| \tilde{x}_{(i)}^{(k+1)} - \Delta_{k+1} \|^{2}}{0.02 \varepsilon} \right) \approx \mathbb{E} \left( \exp \left( -\frac{\| y_{(k+1)} - \Delta_{k+1} \|^{2}}{0.02 \varepsilon} \right) \right) \left( \Delta_{1}, \ldots, \Delta_{k} \right) = \frac{Z_{k+1}}{Z_{k}}.
\]

This suggests using

\[
P^{(i)} = \frac{1}{N_{k \varepsilon}} \sum_{i=1}^{N_{k \varepsilon}} \exp \left( -\frac{\| \tilde{x}_{(i)}^{(k+1)} - \Delta_{k+1} \|^{2}}{0.02 \varepsilon} \right),
\]

which will guarantee that \( \mathbb{E} N_{k \varepsilon} = M \) for all \( k \).

In fact, in practical applications it is important to have even more control over the population size. If we use \( P^{(i)} \) in formula (3.8) in our DMC algorithms, the resulting \( N \)-process will be a Martingale bounded below by the absorbing state \( N = 0 \). As such it will eventually reach that absorbing state, an inconvenient predicament in practical implementations. Stronger control on the number of particles can be achieved in many ways (e.g., by resampling strategies [dDG05, Liu02]). We choose to make the simple modification

\[
P^{(i)} = \frac{1}{N_{k \varepsilon}} \sum_{i=1}^{N_{k \varepsilon}} \exp \left( -\frac{\| \tilde{x}_{(i)}^{(k+1)} - \Delta_{k+1} \|^{2}}{0.02 \varepsilon} \right),
\]

which results in an expected number of particles at step \( k + 1 \) of \( M \) independently of the details of the step \( k \) ensemble. Formula (3.9) depends on the entire ensemble of walkers and does not fit strictly within the confines of Algorithms 1 and 2. This choice will lead to estimators with a small, \( M \)-dependent, bias. All sequential Monte Carlo strategies with ensemble population control suffer a similar bias.

The results of a test of Algorithm 2 with this choice of \( P^{(i)} \) are presented in Figure 5 for \( M = 10 \). The true trajectory of \( y \) is drawn as a dotted line, while our reconstruction is drawn as a solid line. Note that the dotted line is nearly completely hidden behind the solid line, indicating an accurate reconstruction. In Figure 4 we show the results of the same test with Algorithm 2 replaced by Algorithm 1. The resulting method is
Figure 4: Reconstruction of the three components of the signal using Algorithm 1. The hidden signal is shown as a dotted line.

Figure 5: Reconstruction of the three components of the signal using Algorithm 2. The hidden signal is shown as a dotted line.
very similar to a standard particle filter with the common residual resampling step (see [Liu02]).

With our small choice of $\varepsilon$, one might expect that the number of particles generated by Algorithm 1 would explode or vanish almost instantly. Our choice of $P^{(i)}$ prevents large fluctuations in $N$. We expect instead that the number of truly distinguishable particles in the ensemble (in the sense that they are not very nearly in the same positions) will drop to 1 instantly, leading to a very low resolution scheme and a poor reconstruction. This is supported by the results shown in Figure 4.

The fact that we obtain such a good reconstruction in Figure 5 with only 10 particles indicates that this is not a particularly challenging filtering problem. Challenging filtering problems and more involved methods for dealing with them are discussed in [VEWa].

The purpose of this example is to demonstrate that by simply removing unnecessary variance from a particle filter (via Algorithm 2) one can improve performance. This improvement is illustrated dramatically in our small $\varepsilon$ setting. In practice it is advisable to carry out the copying and killing steps in Algorithm 2 less frequently, accumulating particle weights in the intervening time intervals. Nonetheless, any variance in the resulting estimate will be unnecessary amplified if one uses a method based on Algorithm 1 instead of Algorithm 2.

4 Bias and comparison of Algorithms 1 and 2

In this section we establish several general properties of Algorithms 1 and 2. In contrast to later sections we do not focus here on any specific choice of the Markov process $y$ or the function $\chi$. For simplicity in our displays we will assume in this section that $y$ is time-homogenous, i.e. that its transition probability distribution is independent of time. As above we use $E^1$ and $E$ to denote expectations under the rules of Algorithms 1 and 2 respectively. In the proof of each result we will assume that $M = 1$ in Algorithms 1 and 2. The results follow for $M > 1$ by the independence of the processes generated from each copy of the initial configuration.

Our first main result in this section establishes that Algorithms 1 and 2 are unbiased in the following sense.

**Theorem 4.1** Algorithm 2 produces an unbiased estimator, namely

$$
E\hat{f}_t = E\left(f(y_t) \exp\left(\sum_{k=0}^{t-1} \chi(y_{k\varepsilon}, y_{(k+1)\varepsilon})\right)\right). \tag{4.1}
$$

The expression also holds with $E$ replaced by $E^1$.

The proof of Theorem 4.1 is similar to the proof of Theorem 3.3 in [DD11] and requires the following lemma.

**Lemma 4.2** For any bounded, non-negative function $F$ on $\mathbb{R}^d \times \mathbb{R}$ we have

$$
E\left(\sum_{j=1}^{N_\varepsilon} F(x^{(j)}_\varepsilon, \theta^{(j)}_\varepsilon) \mid x_0, \tilde{x}^{(1)}_\varepsilon\right) = e^{-\chi(x_0, \tilde{x}^{(1)}_\varepsilon)} \int_0^1 F(\tilde{x}^{(1)}_\varepsilon, u) du. \tag{4.2}
$$

The expression also holds with $E$ replaced by $E^1$. 

Proof. From the description of the algorithm and, in particular the fact that given \( x_0 \), and \( \tilde{x}_\varepsilon^{(1)} \), the tickets are all independent of each other, we obtain

\[
\mathbb{E} \left( \sum_{j=1}^{N_x} F(x_j^{(j)}, \theta_j^{(j)}) \mid x_0, \tilde{x}_\varepsilon^{(1)} \right) = \int_0^1 F(\tilde{x}_\varepsilon^{(1)}, u e^{\chi(x_0, \tilde{x}_\varepsilon^{(1)})} I_{e^{-\chi(x_0, \tilde{x}_\varepsilon^{(1)})} \geq u} du + e^{-\chi(x_0, \tilde{x}_\varepsilon^{(1)})} \int_0^1 F(\tilde{x}_\varepsilon^{(1)}, u) du I_{e^{-\chi(x_0, \tilde{x}_\varepsilon^{(1)})} \leq 0}.
\]

The first term on the right can be rewritten as

\[
e^{-\chi(x_0, \tilde{x}_\varepsilon^{(1)})} \int_0^{e^{\chi(x_0, \tilde{x}_\varepsilon^{(1)})}} F(\tilde{x}_\varepsilon^{(1)}, u) du I_{e^{-\chi(x_0, \tilde{x}_\varepsilon^{(1)})} \leq 0}
\]

while the second is

\[
e^{-\chi(x_0, \tilde{x}_\varepsilon^{(1)})} \int_0^1 F(\tilde{x}_\varepsilon^{(1)}, u) du I_{e^{-\chi(x_0, \tilde{x}_\varepsilon^{(1)})} > 0}.
\]

Combining terms we obtain

\[
\mathbb{E} \left( \sum_{j=1}^{N_x} F(x_j^{(j)}, \theta_j^{(j)}) \mid x_0, \tilde{x}_\varepsilon^{(1)} \right) = e^{-\chi(x_0, \tilde{x}_\varepsilon^{(1)})} \int_0^1 F(\tilde{x}_\varepsilon^{(1)}, u) du I_{e^{-\chi(x_0, \tilde{x}_\varepsilon^{(1)})} \leq 0}
\]

\[
+ e^{-\chi(x_0, \tilde{x}_\varepsilon^{(1)})} \int_0^1 F(\tilde{x}_\varepsilon^{(1)}, u) du I_{e^{-\chi(x_0, \tilde{x}_\varepsilon^{(1)})} > 0}
\]

\[
= e^{-\chi(x_0, \tilde{x}_\varepsilon^{(1)})} \int_0^1 F(\tilde{x}_\varepsilon^{(1)}, u) du ,
\]

which establishes (4.2). A similar (but simpler) argument proves the result for \( \mathbb{E} \) replaced by \( \mathbb{E}^1 \).

With Lemma 4.2 in hand we are ready to prove Theorem 4.1.

**Proof of Theorem 4.1.** First notice that by Lemma (4.2), we have the identity

\[
\mathbb{E} \left( \sum_{j=1}^{N_x} F(x_j^{(j)}, \theta_j^{(j)}) \right) = e^{-\chi(x_0, y_\varepsilon)} \int_0^1 F(y_\varepsilon, u) du ,
\]

(4.3)

for any function \( F(x, \theta) \). In particular, the required identity holds for \( k = 1 \) by setting \( F(x, \theta) = f(x) \).

Now we proceed by induction, assuming that expression (4.1) holds for step \( k - 1 \) and prove that the relation also holds at \( k \). Notice that, by the Markov property of the process,

\[
\mathbb{E} \left( \sum_{j=1}^{N_{x+1}} f(x_j^{(j)}) \right) = \mathbb{E} \left( \sum_{j=1}^{N_k} f(x_j^{(j)}) \left( \sum_{j=1}^{N_{x+1}-N_k} f(x_j^{(j)}) \right) \right).
\]

Setting

\[
F(x, \theta) = \mathbb{E}_{x, \theta} \sum_{j=1}^{N_{x+1}} f(x_j^{(j)})
\]


in expression (4.3), we obtain
\[
E \sum_{j=1}^{N_{k}} f(x^{(j)}_{k+1}) = E \sum_{j=1}^{N_{k}} F(x^{(j)}_{k}, \theta^{(j)}_{k})
\]
\[= E \left( e^{-\chi(x_{0}, y_{k})} \int_{0}^{1} E_{y_{k}, u} \left( \sum_{j=1}^{N_{k-1}} f(x^{(j)}_{(k-1)c}) \right) du \right) .
\]
According to the rule for generating the initial ticket we have that
\[
\int_{0}^{1} E_{y_{k}, u} \left( \sum_{j=1}^{N_{k-1}} f(x^{(j)}_{(k-1)c}) \right) du = E_{y_{k}, c} \sum_{j=1}^{N_{k-1}} f(x^{(j)}_{(k-1)c})
\]
and we have therefore shown that
\[
E \sum_{j=1}^{N_{k}} f(x^{(j)}_{k+1}) = E \left( e^{-\chi(x_{0}, y_{k})} E_{y_{k}, c} \left( \sum_{j=1}^{N_{k-1}} f(x^{(j)}_{(k-1)c}) \right) \right) .
\]
We can conclude, by our induction hypothesis, that
\[
E \sum_{j=1}^{N_{k}} f(x^{(j)}_{k+1}) = E \left( e^{-\chi(x_{0}, y_{k})} E_{y_{k}, c} \left( \sum_{j=1}^{N_{k-1}} f(x^{(j)}_{(k-1)c}) \right) \right) = E \left( f(y_{k}) \exp \left( - \sum_{k=0}^{t/c-1} \chi(y_{k+c}, y_{k+c+1}) \right) \right) ,
\]
and the proof is complete. A similar argument proves the result for \( E \) replaced by \( E^{1} \).

The second main result of this section compares the variance of the estimators generated by Algorithms 1 and 2. We have that

**Theorem 4.3** For all bounded functions \( f \), one has the inequality
\[
\text{var} \hat{f}_{t} \leq \text{var}^{1} \hat{f}_{t} .
\]
The inequality is strict when \( f \) is strictly positive.

The following straightforward observation is an important tool in comparing Algorithms 1 and 2.

**Lemma 4.4** After replacing the rules
\[
\theta^{(j)}_{(k+1)c} = \frac{\theta^{(j)}_{k}}{P^{(j)}} \quad \text{and} \quad \theta^{(j)}_{(k+1)c} \sim \mathcal{U}(\mu^{(j)}(1), 1) \quad \text{for } i > 1 ,
\]
in Step 4 of Algorithm 2 by
\[
\theta^{(j)}_{(k+1)c} \sim \mathcal{U}(0, 1) \quad \text{for all } i , \quad (4.4)
\]
the process generated by Algorithm 2 becomes identical in law to the process generated by Algorithm 1.
Remark 4.5 Note that the resampling of the tickets in (4.4) applies to all particles, including $i = 1$.

As with the proof of Theorem 4.1, the proof of Theorem 4.3 is inductive. The most cumbersome component of that argument is obtaining a comparison of cross terms that appear when expanding the variance of the estimators produced by Algorithms 1 and 2. This is encapsulated in the following lemma.

**Lemma 4.6** Let $F$ be any non-negative bounded function of $\mathbb{R}^d \times \mathbb{R}$, which is decreasing in its second argument. Then

$$
\mathbb{E} \left( \sum_{j=1}^{N_e} \sum_{\substack{i \neq j}} F(x^{(j)}_x, \theta^{(j)}_x) F(x^{(i)}_x, \theta^{(i)}_x) \right) \leq \mathbb{E}^1 \left( \sum_{j=1}^{N_e} \sum_{\substack{i \neq j}} F(x^{(j)}_x, \theta^{(j)}_x) F(x^{(i)}_x, \theta^{(i)}_x) \right),
$$

and the bound is strict when, for each $x$, $F(x, \theta)$ is a strictly decreasing function of $\theta$.

**Proof.** First note that $x^{(j)}_x = \tilde{x}^{(1)}_x$ for each $j$. Furthermore, conditioned on $x_0$, $\tilde{x}^{(1)}_x$ and $N_e$, the tickets are independent of each other and for $j \geq 2$ they are identically distributed (for Algorithm 1 they are identically distributed for $j \geq 1$). These facts imply that, for the new scheme,

$$
\mathbb{E} \left( \sum_{j=1}^{N_e} \sum_{\substack{i \neq j}} F(\tilde{x}^{(1)}_x, \theta^{(j)}_x) F(\tilde{x}^{(1)}_x, \theta^{(i)}_x) \right) =
\mathbb{E} \left( 2 \mathbf{1}_{(N_e > 1)} (N_e - 1) | \tilde{x}^{(1)}_x \right) \mathbb{E} \left( F(\tilde{x}^{(1)}_x, \theta^{(1)}_x) | \tilde{x}^{(1)}_x \right) \mathbb{E} \left( F(\tilde{x}^{(1)}_x, \theta^{(2)}_x) | \tilde{x}^{(1)}_x \right) + \mathbb{E} \left( \mathbf{1}_{(N_e > 1)} (N_e - 1) (N_e - 2) | \tilde{x}^{(1)}_x \right) \mathbb{E} \left( F(\tilde{x}^{(1)}_x, \theta^{(2)}_x) | \tilde{x}^{(1)}_x \right)^2. \tag{4.5}
$$

For Algorithm 1 the tickets $\theta^{(j)}_x$ are i.i.d. conditioned on $\tilde{x}^{(1)}_x$ so that

$$
\mathbb{E}^1 \left( \sum_{j=1}^{N_e} \sum_{\substack{i \neq j}} F(\tilde{x}^{(1)}_x, \theta^{(j)}_x) F(\tilde{x}^{(1)}_x, \theta^{(i)}_x) \right) = \mathbb{E} \left( N_e (N_e - 1) | \tilde{x}^{(1)}_x \right) \mathbb{E}^1 \left( F(\tilde{x}^{(1)}_x, \theta^{(1)}_x) | \tilde{x}^{(1)}_x \right)^2. \tag{4.6}
$$

Let

$$
P = e^{-\chi(x_0, \tilde{x}^{(1)}_x)}. $$

Note that on the set $\{P \leq 1\}$, we have $N_e \leq 1$, so that expressions (4.5) and (4.6) vanish. On the set $\{P > 1\}$, we have

$$
\mathbb{E} \left( F(\tilde{x}^{(1)}_x, \theta^{(2)}_x) | \tilde{x}^{(1)}_x \right) = \frac{1}{1 - P^{-1}} \int_{P-1}^1 F(\tilde{x}^{(1)}_x, u) \, du ,
$$

$$
\mathbb{E} \left( F(\tilde{x}^{(1)}_x, \theta^{(1)}_x) | \tilde{x}^{(1)}_x \right) = P \int_0^{P^{-1}} F(\tilde{x}^{(1)}_x, u) \, du ,
$$

and

$$
\mathbb{E}^1 \left( F(\tilde{x}^{(1)}_x, \theta^{(1)}_x) | \tilde{x}^{(1)}_x \right) = \int_0^1 F(\tilde{x}^{(1)}_x, u) \, du ,
$$

so that

$$
\mathbb{E}^1 \left( F(\tilde{x}^{(1)}_x, \theta^{(1)}_x) | \tilde{x}^{(1)}_x \right) = \frac{1}{P} \mathbb{E} \left( F(\tilde{x}^{(1)}_x, \theta^{(1)}_x) | \tilde{x}^{(1)}_x \right) + \frac{(P - 1)}{P} \mathbb{E} \left( F(\tilde{x}^{(1)}_x, \theta^{(2)}_x) | \tilde{x}^{(1)}_x \right).
$$
In other words, if we set
\[ A = \mathbf{E}(F(\tilde{x}_e^{(1)}, \theta_e^{(2)}) | \tilde{x}_e^{(1)}) \]
and
\[ B = \mathbf{E}(F(\tilde{x}_e^{(1)}, \theta_e^{(1)}) | \tilde{x}_e^{(1)}) - \mathbf{E}(F(\tilde{x}_e^{(1)}, \theta_e^{(2)}) | \tilde{x}_e^{(1)}) , \]
we have the identity
\[ \mathbf{E}^I (F(\tilde{x}_e^{(1)}, \theta_e^{(1)}) | \tilde{x}_e^{(1)}) = A + \frac{1}{P} B. \]
In Algorithm 2, \( \theta_e^{(1)} \leq \theta_e^{(2)} \) so that, if \( F \) is a decreasing function of \( \theta \), then
\[ B \geq 0. \]

Now note that the variable \( N_e \) is the same for both algorithms and is given explicitly by the formula
\[ N_e = 1_{\theta_e^{(1)} \leq x - \chi(x_0, \tilde{s}_e^{(1)})} + 1_{\chi(x_0, \tilde{s}_e^{(1)}) < 0} \times \left( e^{-\chi(x_0, \tilde{s}_e^{(1)})} + 1_{U < e^{-\chi(x_0, \tilde{s}_e^{(1)})} \cdot [e^{-\chi(x_0, \tilde{s}_e^{(1)})]}] \right) \],
where \( U \) is a uniform random variable in \([0, 1]\). Using this formula we can compute the expectations involving \( N_e \) explicitly. Defining
\[ R = P - \lfloor P \rfloor , \]
on the event \( \{ P > 1 \} \) we have that
\[ \mathbf{E}^I (N_e(N_e - 1) | \tilde{x}_e^{(1)}) = (P - R)(P - 1 + R) , \]
\[ \mathbf{E} (1_{(N_e > 1)}(N_e - 1) | \tilde{x}_e^{(1)}) = P - 1 , \]
and
\[ \mathbf{E} (1_{(N_e > 1)}(N_e - 2) | \tilde{x}_e^{(1)}) = (P - 1 - R)(P - 2 + R) . \]
The difference of terms (4.6) and (4.5), which vanishes on \( P < 2 \), can now be written as
\[ 2(P - 1)AB - 2(P - R)(P - 1 + R)AB \frac{1}{P} - (P - R)(P - 1 + R)B^2 \frac{1}{P^2} \]
on the set \( \{ P \geq 2 \} \). Recalling that \( B \geq 0 \) (we can drop the last term) and rearranging we see that this expression is bounded above by
\[ 2 \frac{AB}{P} (P - 1) - (P - R)(P - 1 + R)) . \] (4.7)
Note that since \( 0 \leq R \leq 1 \) we have \( P - 1 \leq P - 1 + R \leq P - R \leq P \). The difference in the parenthesis in (4.7) is the difference in the area of two squares with equal perimeter, the second of which (in the sense of the last sequence of inequalities) closer to square. The difference is therefore non-positive. All bounds are strict whenever, for each \( x \), \( F(x, \theta) \) is a strictly decreasing function of \( \theta \). \( \square \)

Finally we complete the proof that the variance of the estimator generated by Algorithm 2 is bounded above by the variance of the estimator generated by Algorithm 1.
Proof of Theorem 4.3. By Theorem 4.1 we have that
\[ \mathbf{E} f_t = \mathbf{E}^1 f_t, \]
so it suffices to show that
\[ \mathbf{E} (f_t)^2 \leq \mathbf{E}^1 (f_t)^2. \]  

(4.8)

Furthermore, since the variance does not change by adding a constant to \( f \) we can, and will from now on, assume that \( f(x) \geq 0 \) for every \( x \). In order to prove (4.8), we will proceed by induction. Since the random variables \( N_e \) and \( \tilde{x}_e^{(1)} \) are the same in both schemes, the result is true for \( k = 1 \). Now assume that (4.8) holds through step \( k - 1 \). We will show that
\[ \mathbf{E} \left( \sum_{j=1}^{N_{ek}} f(x_{ek}^{(j)}) \right)^2 \leq \mathbf{E}^1 \left( \sum_{j=1}^{N_{ek}} f(x_{ek}^{(j)}) \right)^2. \]  

(4.9)

Observe that we can write
\[ \sum_{j=1}^{N_{ek}} f(x_{ek}^{(j)}) = \sum_{j=1}^{N_e} N_e^{(j)} f(x_{ek}^{(j)}), \]
where we used \( N_e^{(j)} \) to denote the number of particles at time \( k \) whose ancestor at time \( \varepsilon \) is \( x_{ek}^{(j)} \). The descendants of \( x_{ek}^{(j)} \) are enumerated by \( x_{ek}^{(j)} \) for \( i = 1, 2, \ldots, N_e^{(j)} \).

By the conditional independence of the descendants of the particles at time \( k \) when conditioned on \( x_0, \tilde{x}_e^{(1)} \), and \( N_e \), we have that
\[ \mathbf{E} \left( \sum_{j=1}^{N_{ek}} f(x_{ek}^{(j)}) \right)^2 = \mathbf{E} \left( \sum_{j=1}^{N_e} \mathbf{E}^{x_{ek}^{(j)}, \theta_{ek}^{(j)}} \left( \sum_{i=1}^{N_{ek}^{(j)}} f(x_{ek}^{(j)}) \right)^2 \right) \]
\[ + \mathbf{E} \left( \sum_{j=1}^{N_e} \sum_{i \neq j}^{N_e} \mathbf{E}^{x_{ek}^{(j)}, \theta_{ek}^{(j)}} \left( \sum_{l=1}^{N_{ek}^{(j)}} f(x_{ek}^{(j)}) \right) \right) \times \mathbf{E}^{x_{ek}^{(j)}, \theta_{ek}^{(j)}} \left( \sum_{l=1}^{N_{ek}^{(j)}} f(x_{ek}^{(j)}) \right). \]  

(4.10)

An identical expression (with \( E \) replaced by \( E^1 \)) holds for Algorithm 1. Setting
\[ F_1(x, \theta) = \mathbf{E}_{x, \theta} \sum_{i=1}^{N_{(k-1)\varepsilon}} f(x_{(k-1)\varepsilon}^{(i)}), \]
and
\[ F_2(x, \theta) = \mathbf{E}_{x, \theta} \left( \sum_{i=1}^{N_{(k-1)\varepsilon}} f(x_{(k-1)\varepsilon}^{(i)}) \right)^2, \]
we can rewrite the last identity in the case of Algorithm 2 as
\[ \mathbf{E} \left( \sum_{j=1}^{N_{ek}} f(x_{ek}^{(j)}) \right)^2 = \mathbf{E} \sum_{j=1}^{N_{ek}} F_2(x_{ek}^{(j)}, \theta_{ek}^{(j)}) + \mathbf{E} \sum_{j=1}^{N_e} \sum_{i \neq j} F_1(x_{ek}^{(j)}, \theta_{ek}^{(j)}) F_1(x_{ek}^{(i)}, \theta_{ek}^{(i)}). \]
In the case of Algorithm 1 with 

\[ F^{0}_1(x, \theta) = E_{x, \theta}^{1} \sum_{i=1}^{N_{x_{k-1}}} f(x_{(i,k-1)c}^{(i)}) \]

and 

\[ F^{0}_2(x, \theta) = E_{x, \theta}^{1} \left( \sum_{i=1}^{N_{x_{k-1}}} f(x_{(i)})^{(i)} \right)^2, \]

we have 

\[ E^1 \left( \sum_{j=1}^{N_x} f(x_{k,j}^{(j)}) \right)^2 = E^1 \sum_{j=1}^{N_x} F^{0}_2(x_{k,j}^{(j)}, \theta_j^{(j)}) + E^1 \sum_{j=1}^{N_x} N_x \sum_{j=1}^{N_x} F^{0}_2(x_{k,j}^{(j)}, \theta_j^{(j)}). \]

Note that Lemma 4.2 implies that 

\[ E \sum_{j=1}^{N_x} F_2(x_{k,j}^{(j)}, \theta_j^{(j)}) = E^1 \sum_{j=1}^{N_x} F_2(x_{k,j}^{(j)}, \theta_j^{(j)}). \]

Under the rules of Algorithm 1, conditioned on \( x_0 \) and \( x_{1}^{(1)} \), the ticket \( \theta_j^{(j)} \) is independent of \( N_x \). So we can write the last equality as 

\[ E \sum_{j=1}^{N_x} F_2(x_{k,j}^{(j)}, \theta_j^{(j)}) = E^1 \left( \sum_{j=1}^{N_x} E_{x,j}^{(j)} \left( F_2(x_{k,j}^{(j)}, \theta_j^{(j)}) \right) \right). \]

By our inductive hypothesis we then have that 

\[ E \sum_{j=1}^{N_x} F_2(x_{k,j}^{(j)}, \theta_j^{(j)}) \leq E^1 \left( \sum_{j=1}^{N_x} E_{x,j}^{(j)} \left( F_2(x_{k,j}^{(j)}, \theta_j^{(j)}) \right) \right). \]

Appealing again to the conditional independence of \( \theta_j^{(j)} \) and \( N_x \) under Algorithm 1 we have that 

\[ E \sum_{j=1}^{N_x} F_2(x_{k,j}^{(j)}, \theta_j^{(j)}) \leq E^1 \sum_{j=1}^{N_x} F_2(x_{k,j}^{(j)}, \theta_j^{(j)}). \]

We now move on to the second term in (4.10). It follows from the definition of Algorithm 2 that the function \( F_1 \) is strictly decreasing in \( \theta \), so that Lemma 4.6 yields 

\[ E \left( \sum_{j=1}^{N_x} \sum_{i \neq j} F_1(x_{k,j}^{(j)}, \theta_j^{(j)}) F_1(x_{k,i}^{(i)}, \theta_i^{(i)}) \right) \leq E^1 \left( \sum_{j=1}^{N_x} \sum_{i \neq j} F_1(x_{k,j}^{(j)}, \theta_j^{(j)}) F_1(x_{k,i}^{(i)}, \theta_i^{(i)}) \right). \]

Under the rules of Algorithm 1, conditioned on \( x_0 \) and \( x_{1}^{(1)} \), the \( \theta_j^{(j)} \) are all independent of each other and of \( N_x \). Therefore we can integrate over the tickets to obtain 

\[ E \left( \sum_{j=1}^{N_x} \sum_{i \neq j} F_1(x_{k,j}^{(j)}, \theta_j^{(j)}) F_1(x_{k,i}^{(i)}, \theta_i^{(i)}) \right) \]

\[ \leq E^1 \left( \sum_{j=1}^{N_x} \sum_{i \neq j} E_{x,j}^{(j)} \left( F_1(x_{k,j}^{(j)}, \theta_j^{(j)}) \right) E_{x,i}^{(i)} \left( F_1(x_{k,i}^{(i)}, \theta_i^{(i)}) \right) \right). \]
THE CONTINUOUS-TIME LIMIT AND THE BROWNIAN FAN

By Theorem 4.1 we have that
\[
E_{x^i_j} \sum_{l=1}^{N(k-1)\varepsilon} f(x^i_{(k-1)\varepsilon}) = E_{x^i_j}^{0} \sum_{l=1}^{N(k-1)\varepsilon} f(x^i_{(k-1)\varepsilon})
\]
or
\[
E_{x^i_j} F_1(x^{(j)}_{\varepsilon}, \theta^{(j)}_{\varepsilon}) = E_{x^i_j}^{1} F_1^{0}(x^{(j)}_{\varepsilon}, \theta^{(j)}_{\varepsilon}).
\]
This yields
\[
E \left( \sum_{j=1}^{N_{\varepsilon}} \sum_{i \neq j} F_1(x^{(j)}_{\varepsilon}, \theta^{(j)}_{\varepsilon}) F_1^{0}(x^{(j)}_{\varepsilon}, \theta^{(j)}_{\varepsilon}) \right) \leq E \left( \sum_{j=1}^{N_{\varepsilon}} \sum_{i \neq j} E_{x^i_j}^{1} F_1^{0}(x^{(j)}_{\varepsilon}, \theta^{(j)}_{\varepsilon}) \right) E_{x^i_j}^{1} F_1^{0}(x^{(j)}_{\varepsilon}, \theta^{(j)}_{\varepsilon}).
\]
Reinserting the tickets we obtain
\[
E \left( \sum_{j=1}^{N_{\varepsilon}} \sum_{i \neq j} F_1(x^{(j)}_{\varepsilon}, \theta^{(j)}_{\varepsilon}) F_1^{0}(x^{(j)}_{\varepsilon}, \theta^{(j)}_{\varepsilon}) \right) \leq E \left( \sum_{j=1}^{N_{\varepsilon}} \sum_{i \neq j} F_1^{0}(x^{(j)}_{\varepsilon}, \theta^{(j)}_{\varepsilon}) \right) E_{x^i_j}^{1} F_1^{0}(x^{(j)}_{\varepsilon}, \theta^{(j)}_{\varepsilon}),
\]
which completes the proof.

5 The continuous-time limit and the Brownian fan

From now on, we restrict ourselves to the analysis of the case \( \chi(x, y) = V(y) - V(x) \) for some “potential” \( V \) defined on the state space of the underlying Markov process. We argue that if the underlying process is obtained by approximating a diffusion process then, unlike in the case of Algorithm 1, our modification, Algorithm 2, converges to a non-trivial limiting process as the stepsize \( \varepsilon \) converges to 0.

We will first provide a heuristic argument showing what kind of limiting process one would expect to obtain. The remainder of this article will then be devoted to rigorously constructing the limiting process and proving convergence in the simple case in which the underlying Markov chain is a random walk (rescaled so that it converges to a standard Brownian motion) and the potential \( V \) is linear. In this case the limiting process is a very natural object that does not seem to have been studied in the literature so far. We call this object, which is closely related to the construction in [Hu09], the Brownian fan (see Section 5.2). It also has a flavour very similar to the construction of the Brownian web [FINR04] and the Brownian net [SS08], although there does not seem to be an obvious transformation linking these objects.

5.1 Heuristic derivation of the continuous-time limit

Throughout this section the underlying Markov chain will be given by the following approximation to a diffusion:
\[
y_{(k+1)\varepsilon} = y_{k\varepsilon} + \varepsilon F(y_{k\varepsilon}) + \sqrt{\sum} \xi_{k+1}, \quad y_{k\varepsilon} \in \mathbb{R}^{n},
\]
where the \( \xi \) are a sequence of i.i.d. (not necessarily Gaussian) random variables with law \( \nu \) and the identity on \( \mathbb{R}^{n} \) as their covariance matrix. The functions \( F \) and \( \sum \) are
sufficiently “nice” functions, but since this section is only heuristic, we do not state specific regularity, growth or non-degeneracy assumptions.

Concerning the function $\chi$, we take $\chi(x, y) = V(y) - V(x)$ for some regular potential $V : \mathbb{R}^n \to \mathbb{R}$. Recall now that, as long as a particle is alive, its ticket $\theta$ evolves under Algorithm 2 as

$$\theta^{(i)}_{k\varepsilon} = \theta^{(i)}_{k\varepsilon} \exp(V(x^{(i)}_{(k+1)\varepsilon}) - V(x^{(i)}_{k\varepsilon})).$$

It is natural therefore to replace $\theta$ by the quantity $v$ given by

$$\exp(-v^{(i)}_{t}) = \theta^{(i)}_{t} \exp(-V(x^{(i)}_{t})).$$

In this way, the new “tag” $v$ does not change over time, but is assigned to a particle at the moment of its birth. Translating Steps 3 and 4 of the algorithm into this slightly different setting, we see that if a particle performs a step from $x$ to $y$ such that $V(y) < V(x)$, then it can potentially spawn one or more descendants. The tags $v$ of the descendants are then distributed according to

$$e^{-v} = \mathcal{U}(e^{-V(x)}, e^{-V(y)}),$$

and a particle with tag $v$ lives as long as it stays within the region $\{x : V(x) \leq v\}$.

### 5.1.1 Description of the limit

For very small values of $\varepsilon$, the process described above has the following features. Taking the limit $\varepsilon \to 0$ in (5.1), we observe that each particle follows a diffusion process, solving the equation

$$dy_t = F(y_t) dt + \Sigma(y_t) dB_t,$$

where $B_t$ is a standard $d$-dimensional Brownian motion. If the particle has tag $v$, then this process is killed as soon as it exits the sublevel set $\{x : V(x) \leq v\}$.

Consider the following representation of the object produced by Algorithm 2. Denote by $\mathbf{Q}^\varepsilon_{x, y}$ the law of the $\varepsilon$-discretization of (5.3) generated by (5.1) starting at $x$ and killed upon exiting the set $\{y : V(y) \leq v\}$. Let $\tau$ and $\{w_{k\varepsilon}\}_{k=0}^{T/\varepsilon}$ be, respectively, the lifetime and trajectory of the original particle. The trajectories of the offspring of this initial trajectory are very nearly given (it will be true in the small $\varepsilon$ limit) by a realisation $\mu^{\varepsilon, 1}$ of a Poisson point process with intensity

$$\mathbf{Q}^\varepsilon_{x, y} = \varepsilon \sum A^\varepsilon(k) \Theta_{k\varepsilon} \int \mathbf{Q}^\varepsilon_{w_{k\varepsilon}, j} \eta(k, \delta),$$

where, according to the rule for generating new offspring in Algorithm 2,

$$A^\varepsilon(k) = \begin{cases} e^{-(V(w_{k\varepsilon}) - V(w_{k\varepsilon}))} & \text{if } V(w_{k\varepsilon}) < V(w_{k\varepsilon}) \\ 0 & \text{if } V(w_{k\varepsilon}) \geq V(w_{k\varepsilon}) \end{cases}$$

and, according to the rule for generating offspring tickets in Algorithm 2,

$$\int f(\delta) \eta(k, \delta) = \int_0^1 f(-\log(1 + u(e^{-V(w_{k\varepsilon}) - V(w_{k\varepsilon})}) - 1)) du.$$
Here \( \Theta_t \) is the map that shifts trajectories forward by time \( t \). Since each offspring behaves independently just like the original particle, this suggests that the \( n \)th generation \( \mu^\varepsilon_n \) of offspring is obtained recursively as a realisation of the Poisson point process with intensity given by

\[
\mathcal{G}^\varepsilon_n(\cdot) = \int Q^\varepsilon(\tilde{w}, \cdot) \mu^\varepsilon_{n-1}(d\tilde{w}) .
\]

At each “microscopic” step, the probability of creating a descendent is of order \( \sqrt{\varepsilon} \) so that, in the limit \( \varepsilon \to 0 \), each particle spawns descendants at infinite rate. However, any such descendant is created at distance \( O(\sqrt{\varepsilon}) \) of the “barrier” \( V(x) = v \). As a consequence, the probability that it survives for a time of order \( 1 \) before being killed is itself only of order \( \sqrt{\varepsilon} \). Therefore, the rate at which a particle creates descendants that actually survive for a time \( \tau \) of order \( 1 \) is finite, but tends to infinity as \( \tau \to 0 \).

Now we will consider the small \( \varepsilon \)-limit of the object we have constructed. The trajectory \( w_t \) becomes a sample path of (5.3) exiting the set \( \{ y : V(y) \leq v \} \) at time \( \tau \). Denote by \( Q_{x,v} \) the law of the diffusion (5.3) starting at \( x \) and killed upon exiting the set \( \{ y : V(y) \leq v \} \), which is a probability measure on some space of excursions in \( \mathbb{R}^n \). The characterisation of the standard Itô excursion measure (see for example [RY91, Theorem 4.1] and [PY82]) then suggests that, for every \( x \in \mathbb{R}^n \) such that \( \nabla V \neq 0 \) and \( \Sigma \) is non-degenerate, the limit

\[
Q_x = \lim_{\delta \to 0^+} \frac{1}{\delta} Q_{x,V(x)+\delta} ,
\]

exists as a \( \sigma \)-finite measure in the sense that \( \frac{1}{\delta} Q_{x,V(x)+\delta} \) restricted to the set of excursions longer than a fixed length converges weakly to \( Q_x \) restricted to the same set.

The discussion so far suggests that for the limiting object, the trajectories of the first generation of offspring are given by a realisation \( \mu^1 \) of the Poisson point process with intensity measure

\[
Q(w, \cdot) = \int_0^\tau A(w_t) \Theta_t^* Q_{w_t} dt ,
\]

for some intensity \( A : \mathbb{R}^n \to \mathbb{R}_+ \), yet to be determined and that the \( n \)th generation \( \mu^n \) of offspring is obtained recursively as a realisation of a Poisson point process with intensity given by

\[
\mathcal{G}^n(\cdot) = \int Q(\tilde{w}, \cdot) \mu^{n-1}(d\tilde{w}) ,
\]

with \( Q \) as in (5.5). In order to fully characterise the limiting object, it remains to provide an expression for the intensity function \( A \).

Let us start by replacing \( Q_{x,v}^\varepsilon \) in equation (5.4) by \( Q_{x,v} \), i.e. by assuming that for small \( \varepsilon \), excursions of the discrete process are very similar to excursions of its continuous time limit. We then apply the relations

\[
Q_{x,V(x)+\delta} \approx \delta Q_x \quad \text{(5.6)}
\]

and

\[
V(w_{(k+1)\varepsilon}) - V(w_{k\varepsilon}) \approx \sqrt{\varepsilon} \langle \nabla V(w_{k\varepsilon}), \Sigma(w_{k\varepsilon}) \xi_{k+1} \rangle
\]
with the $\xi_{k+1}$ as in (5.1). We then formally obtain

$$Q^\varepsilon(w, \cdot) \approx \varepsilon \sum_{k=0}^{\tau/\varepsilon-1} 1(\nabla V(x), \Sigma(x)\xi_{k+1}) < 0 \langle \nabla V(w_{k\varepsilon}), \Sigma(w_{k\varepsilon})\xi_{k+1} \rangle$$

$$\times \int_0^1 u \langle \nabla V(w_{k\varepsilon}), \Sigma(w_{k\varepsilon})\xi_{k+1} \rangle du \Theta_k^\varepsilon Q w_{k\varepsilon}.$$ 

Our arguments so far therefore suggest that

$$A(x) = \frac{1}{2} \int \langle \nabla V(x), \Sigma(x)z \rangle^2 \nu(dz),$$

(5.7)

where the distribution $\nu$ has mean 0 and identity covariance matrix. Assuming that $\nu$ is symmetric this becomes

$$A(x) = c \langle \nabla V(x), \Sigma(x)\Sigma^T(x)\nabla V(x) \rangle,$$

(5.8)

where $c = \frac{1}{4}$. If $\nu$ is not symmetric, one might even expect a prefactor $c$ that depends on $x$.

In fact, as we will see in a specific case in the remainder of this section, the correct value is $c = \frac{1}{2}$, whether the law of $\xi$ is symmetric or not. The reason for this discrepancy is that the relation

$$Q^\varepsilon_{x, V(x)+\delta} \approx \delta Q_x$$

used in our derivation is only valid if $\delta \gg \sqrt{\varepsilon}$. In our case however, one precisely has $\delta \sim \sqrt{\varepsilon}$, which introduces a correction factor that eventually gives rise to the value $c = \frac{1}{2}$. The aim of the next subsection is to show in more detail how this factor $\frac{1}{2}$ arises in the simplest situation where $F = 0$ and $\Sigma = 1$.

### 5.1.2 The case of Brownian motion

We now consider the one-dimensional case, where the limiting underlying process is simple Brownian motion. Regarding the underlying discrete problem, we consider the Markov chain defined recursively by

$$y_{(k+1)\varepsilon} = y_{k\varepsilon} + \sqrt{\varepsilon}\xi_{k+1},$$

(5.9)

for an i.i.d. sequence of centred random variables $\xi_k$ with law $\nu$ and variance 1. For the potential function $V$, we choose $V(x) = -ax$ for some $a > 0$.

In order to show that the constant $c$ appearing in (5.8) is equal to $\frac{1}{2}$, we will now argue that if we denote by $Q$ the standard Itô excursion measure (which we normalise in such a way that $Q = \lim_{z \to 0} \frac{1}{z} Q_z$, where $Q_z$ is the law of a standard Brownian motion starting at $z$ and killed when it hits the origin) and by $Q^\varepsilon_z$ the law of the random walk (5.9) starting at $\sqrt{\varepsilon}z$ and stopped as soon as it takes negative values, then there exists a function $G$ such that

$$Q^\varepsilon_z \approx \sqrt{\varepsilon} G(z) Q,$$

(5.10)

as $\varepsilon \to 0$ when both sides are restricted to excursions that survive for at least some fixed amount of time. We will see that the function $G$ behaves like $G(z) \approx z$ for large values of $z$, but has a non-trivial behaviour for values of order 1. In terms of our notation from
the previous subsection (since $y_0$ is spatially homogeneous and $V$ is linear) this implies that the approximation (5.6) should really have been replaced by

$$Q_{\varepsilon,V(x),+\delta} \approx a\sqrt{\varepsilon} G\left(\frac{\delta}{a\sqrt{\varepsilon}}\right)Q.$$ 

Since we assumed $a > 0$, our process creates offspring only when it performs a step towards the right, i.e. when $\xi_{k+1} > 0$. The probability that a new particle is created in the $k$-th step is approximately $\approx a\sqrt{\varepsilon}_{\delta}$. Furthermore, the small $\varepsilon$ rule for the generation of tags implied by Algorithm 2 is

$$\frac{\delta}{a\sqrt{\varepsilon}} = \frac{a^{-1} + x}{a\sqrt{\varepsilon}} \sim \mathcal{U}(0, \xi_{k+1}).$$

As a consequence, once we have identified the function $G$ in (5.10), our arguments in the previous section lead to the formula

$$A(x) = \int_0^{\infty} \left(\frac{1}{2} \int_0^x aG(y)dy\right) \nu(dz)$$

where $\nu$ is the law of the steps $\xi$. If we can show that

$$\int_0^{\infty} \int_0^x G(y)dy \nu(dz) = \frac{1}{2},$$

then we will have

$$A(x) = \frac{a^2}{2},$$

a formula consistent with a choice of $c = \frac{1}{2}$ in (5.8).

In order to identify $G$, we note that if a random walk starting from $\sqrt{\varepsilon}\delta$ survives for some time of order 1 before becoming negative then, with overwhelming probability, it will have reached a height of at least $\varepsilon^{1/4}$ (say). Furthermore, if we condition the random walk $Q_{\varepsilon}z$ to reach a level $\sqrt{\varepsilon}\gamma$ with $1 \ll \gamma \ll \varepsilon^{-1/2}$, one would expect its law to be well approximated by $\sqrt{\varepsilon}\gamma Q$ when restricted to excursions that survive for a time of order 1.

As a consequence, we expect that

$$Q_{\varepsilon}z \approx \bar{P}_{z,\gamma}\sqrt{\varepsilon}\gamma Q, \quad \gamma \gg 1,$$

where $\bar{P}_{z,\gamma}$ denotes the probability that the simple random walk (5.9) with $\varepsilon = 1$ started at $z$ reaches the level $\gamma$ before becoming negative.

The remainder of this section is devoted to the proof of the fact that if we define $\bar{P}_{z,\gamma}$ in this way, then under some integrability assumptions for the one-step probability $\nu$, the limit

$$G(z) = \lim_{\gamma \to \infty} \gamma \bar{P}_{z,\gamma},$$

exists and does indeed satisfy (5.12), independently of the choice of $\nu$. Actually, we will prove these statements for the quantity $\bar{P}_{z,\gamma} = \bar{P}_{z,\gamma+z}$, which we interpret as the probability that the random walk starting at the origin reaches $[\gamma, \infty)$ before reaching $(-\infty, -z]$. Our first result is as follows:
Proposition 5.1 Assume that the law $\nu$ satisfies $\nu(\{|x| \geq K\}) \leq C \exp(-cK^{\beta})$ for all $K \geq 0$ and some strictly positive constants $c$, $C$ and $\beta$. Then, the limit

$$G(s) = \lim_{\gamma \to \infty} \gamma P_{s,\gamma}$$

exists and satisfies the relations

$$G(s) = \int_{-s}^{\infty} G(s + z) \nu(dz), \quad s \geq 0, \quad \lim_{s \to \infty} \frac{G(s)}{s} = 1. \quad (5.14)$$

Furthermore, for every $\delta > 0$ there exists $C$ such that the bound

$$|\gamma + s)P_{s, \gamma} - G(s)| \leq C \frac{1 + s}{\gamma^{-\frac{1}{\delta}}}, \quad (5.15)$$

holds uniformly for all $s \geq 0$ and $\gamma \geq 1 \vee s$.

Proof. Denote by $y_k$ the $k$th step of the random walk starting at the origin. Our main tool is the quantitative convergence result [Fra73], which states that the supremum distance between a Wiener process and the diffusively rescaled random walk over $n$ steps is of order $n^{-1/4}$.

As a consequence we claim first that, for every $\delta > 0$ there exists a constant $C$ such that, for every $\alpha \in \left[\frac{1}{4}, 3\right]$, we have the bound

$$\left|P_{\alpha, 1, \gamma} - \frac{\alpha}{1 + \alpha}\right| \leq \frac{C}{\gamma^{\frac{1}{2} - \delta}}, \quad (5.16)$$

valid for every $\gamma \geq 1$. Indeed, for any $n \geq 1$, it follows from the previously quoted convergence result that there exists a Brownian motion $B$ such that $|B_t - y_0| \leq n^{1/4 + \delta}$ for all $t \in [0, n]$ with probability greater than $1 - C/n^q$. Here, $\delta > 0$ and $q \geq 1$ are arbitrary, but the constant $C$ of course depends on them.

Take $n$ such that $n^{1/4 + \delta} \leq \gamma$. If $y$ hits $\gamma, \infty$ before $(-\infty, -a\gamma]$, then either $\sup_{t \leq n} |B_t - y_t| > n^{1/4 + \delta}$, or $\sup_{t \leq n} |B_t| \leq 3\gamma$, or $B$ hits $[\gamma - n^{1/4 + \delta}, \infty)$ before it hits $(-\infty, -a\gamma - n^{1/4 + \delta}]$. As a consequence,

$$P_{\alpha, 1, \gamma} \leq \frac{\alpha \gamma + n^{1/4 + \delta}}{1 + \alpha \gamma} + \frac{C}{n^q} + \exp(-cn^q/\gamma^2).$$

Reversing the roles of $\gamma$ and $a\gamma$, we thus obtain the bound

$$\left|P_{\alpha, \gamma, 1} - \frac{\alpha}{1 + \alpha}\right| \leq \frac{n^{1/4 + \delta}}{\gamma} + \frac{1}{n^q} + \exp(-cn^q/\gamma^2).$$

Choosing $\delta$ small enough and $n = \gamma^{2 + \delta}$, the claim (5.16) then follows.

In order to obtain the convergence of the right hand side in (5.13), we make use of the fact that, for $\gamma > \gamma$, one has the identity

$$P_{s, \gamma} = P_{s, \gamma} \int_{0}^{\infty} P_{s + \gamma + z, \gamma - \gamma - z} \nu_{\gamma}(dz), \quad (5.17)$$

where $\nu_{\gamma}$ is the law of the “overshoot” $y_n - \gamma$ at the first time $n$ such that $y_n \geq \gamma$, conditioned on never reaching below the level $-s$. Since $P_{s + \gamma + z, \gamma - \gamma - z}$ is an increasing function of $z$, we immediately obtain the lower bound

$$P_{s, \gamma} \geq P_{s, \gamma} P_{s + \gamma - \gamma},$$
If we choose $\gamma = a\gamma$ for $a \in [\frac{1}{2}, \frac{1}{2}]$, it then follows from (5.16) that

$$P_{s,\gamma} \geq P_{s,\gamma}(\frac{\gamma + s}{\gamma + s} - \frac{C}{\gamma^{2} - s}),$$

for all $\gamma$ sufficiently large and uniformly over all $s \in [0, \gamma]$. Setting $Q_{s,\gamma} = (\gamma + s)P_{s,\gamma}$, it thus follows that one has the bound

$$Q_{s,\gamma} \geq Q_{s,\gamma}(1 - \frac{C}{\gamma^{2} - s}),$$

(5.18)

possibly for a different constant $C$. Let $\gamma_{0} \geq 1$ be such that the factor on the right of this equation is greater than $1/2$. By (5.16), there then exists $s_{0} \geq \gamma_{0}$ such that for $s \geq s_{0}$ and $\gamma \in [s, 2s]$ one has $Q_{s,\gamma} \geq C(1 + s)$. Furthermore, for $s \leq s_{0}$ and $\gamma \in [(1 \vee s), 2(\gamma_{0} \vee s)]$, there exists a non-zero constant such that $Q_{s,\gamma} \geq C$. Iterating (5.18), we then conclude that there exists a constant $C > 0$ such that the bound

$$Q_{s,\gamma} \geq C(1 + s),$$

holds uniformly over all $s > 0$ and all $\gamma \geq 1 \vee s$.

On the other hand, for arbitrary $\alpha > 0$, one has from (5.17) the lower bound

$$P_{s,\gamma} \leq (\nu(\{x > \gamma^{\alpha}\}) + P_{s,\gamma \gamma^{\alpha}})P_{s,\gamma}.$$

In order to bound $\nu(\{x > \gamma^{\alpha}\})$, we note that this event can happen only if either one of the first $\gamma^{3}$ increments exceeds $\gamma^\alpha$, or the random walk never exceeds the value $\gamma$ within these $\gamma^{3}$ steps. Similarly to before, it then follows that

$$\nu(\{x > \gamma^{\alpha}\}) \lesssim \frac{1}{P_{s,\gamma}}(\gamma^{3}\exp(-c\gamma^{\alpha \beta} + \gamma^{-q} + \exp(-c\gamma)),$$

for every $q > 0$ and uniformly over $s \leq \gamma$. It follows from the lower bound on $P_{s,\gamma}$ obtained previously that $\nu(\{x > \gamma^{\alpha}\}) \lesssim \gamma^{-q}$ for any power $q > 0$, so that we obtain the upper bound

$$P_{s,\gamma} \leq P_{s,\gamma}(\frac{\gamma + s}{\gamma + s} + \frac{C}{\gamma^{2} - s}),$$

(5.19)

with the same domain of validity as before. Using a very similar argument as before, we obtain a constant $C$ such that $\gamma P_{s,\gamma} \leq C(1 + s)$ uniformly over $s > 0$ and $\gamma \geq 1 \vee s$.

Combining the bounds we just obtained, we obtain

$$|\gamma P_{s,\gamma} - \gamma P_{s,\gamma}| \leq \frac{C}{\gamma^{2} + s},$$

uniformly over $\gamma \geq \gamma > s$, from which it follows immediately that the sequence $\{\gamma P_{s,\gamma}\}_{\gamma \geq 1}$ is Cauchy, so that it has a limit $G(s)$.

It remains to show that $G$ has the desired properties. The first one follows immediately from the identity

$$\gamma P_{s,\gamma} = \int_{\mathbb{R}} \gamma P_{s+z,\gamma - z} t(dz),$$

which holds provided that we define the integrand to be $1$ for $z > \gamma$ and $0$ for $z < -s$.

In order to show that $G(s)/s \rightarrow 1$, we fix some (large) value $s$ and choose $\gamma_{0} = 2^{n}s$. It then follows from (5.16) that

$$|Q_{0} - s| \lesssim s^{\frac{3}{2} + \delta},$$
where we used the notation $Q_n = (\gamma_n + s)P_{s, \gamma_n}$ as a shorthand. Furthermore, it follows immediately from (5.19) that there exists a constant $C$ independent of $s$ such that $|Q_n| \leq Cs$ uniformly in $n$. As a consequence, we obtain the recursive bound

$$|Q_n - Q_{n-1}| \leq \frac{Cs}{\gamma_n^{\frac{1}{2} - \delta}}.$$ 

Summing over $n$ yields $|Q_n - s| \lesssim s^{\frac{1}{2} + \delta}$, uniformly in $n$, so that the claim follows. The quantitative error bound (5.15) follows in the same way.

**Corollary 5.2** In the same setting as above, one has the bound

$$ \left| P_{s, \gamma} - s \frac{1}{\gamma + s} \right| \lesssim \frac{1 + s^{\frac{1}{2} + \delta}}{\gamma},$$

uniformly for all $s \geq 0$ and $\gamma \geq 1 \vee s$.

**Proof.** Combine (5.15) with the bounds on $G(s) - s$ obtained at the end of the proof above.

Somewhat surprising is the fact that the function $G$ obtained in the Proposition 5.1 does indeed satisfy (5.12), independently of the choice of transition probability $\nu$, provided that we assume that $\nu$ has some exponential moment.

**Proposition 5.3** Let $G$ be as in Proposition 5.1 and assume that the law $\nu$ satisfies

$$\int _{\mathbb{R}} e^{c|z|} \nu(dz) < \infty,$$

for some $c > 0$. Then, one has the identity $\int _0 ^{\infty} \nu([s, \infty)) G(s) \, ds = \frac{1}{2}$.

**Remark 5.4** Note that, by Fubini’s theorem,

$$\int _0 ^{\infty} \nu([s, \infty)) G(s) \, ds = \int _0 ^{\infty} \int _0 ^s G(y) \, dy \, \nu(ds),$$

so that we do obtain (5.12).

**Proof.** Integrating (5.14) from 0 to an arbitrary value $K > 0$ and applying Fubini’s theorem, we obtain the identity

$$\int _0 ^{K} G(s) \, ds = \int _0 ^{\infty} G(z) \nu([z - K, z]) \, dz.$$  \hspace{1cm} (5.20)

In this proof we denote by $\mathcal{I} = \int _0 ^{\infty} G(z) \nu([z, \infty)) \, dz$ the quantity of interest. Simple algebraic manipulations then yield from (5.20)

$$\mathcal{I} = \int _0 ^{\infty} G(z) \nu([z - K, \infty)) \, dz - \int _0 ^{\infty} G(z) \nu([z - K, z]) \, dz
= \int _0 ^{\infty} G(z) \nu([z - K, \infty)) \, dz - \int _0 ^{K} G(z) \, dz
= \int _0 ^{\infty} G(z) \nu([z - K, \infty)) - 1_{z<K} \, dz.$$
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Since this identity holds for every $K > 0$, it follows in particular that one has

$$I = \varepsilon \int_0^\infty G(z) \int_0^\infty (\nu([z - K, \infty)) - \mathbf{1}_{z < K}) e^{-\varepsilon K} dK \, dz$$

$$= \int_0^\infty G(z) \left( \varepsilon \int_0^\infty \nu([z - K, \infty)) e^{-\varepsilon K} dK - e^{-\varepsilon z} \right) \, dz,$$  \hspace{1cm} (5.21)

for every $\varepsilon > 0$. At this stage, we note that one has the identity

$$\varepsilon \int_0^\infty \nu([z - K, \infty)) e^{-\varepsilon K} dK = e^{-\varepsilon z} \mathbf{E} e^{\xi} - \varepsilon e^{-\varepsilon z} \int_z^\infty e^{\varepsilon K} \nu([K, \infty)) \, dK,$$

where $\xi$ denotes an arbitrary random variable with law $\nu$. Since $\nu$ has some exponential moment by assumption, $\nu([K, \infty))$ decays exponentially so that the second term in this identity satisfies

$$\left| \varepsilon e^{-\varepsilon z} \int_z^\infty e^{\varepsilon K} \nu([K, \infty)) \, dK \right| \leq C \varepsilon e^{-\gamma z},$$

for some constants $\gamma, C > 0$, provided that $\varepsilon$ is small enough. Inserting this into (5.21), it follows that

$$I = \int_0^\infty G(z) e^{-\varepsilon z} \mathbf{E} (e^{\xi} - 1) \, dz + \mathbf{O}(\varepsilon).$$

At this stage, we use again the fact that $\xi$ has exponential moments to deduce that

$$\mathbf{E} e^{\xi} - 1 = \frac{\varepsilon^2}{2} + \mathbf{O}(\varepsilon^3),$$

where we used the fact that $\mathbf{E} \xi = 0$ and $\mathbf{E} \xi^2 = 1$, so that

$$I = \frac{\varepsilon^2}{2} \int_0^\infty G(z) e^{-\varepsilon z} \, dz + \mathbf{O}(\varepsilon).$$

It then follows from the fact that $\lim_{s \to \infty} G(s)/s = 1$ and the dominated convergence theorem that

$$I = \lim_{\varepsilon \to 0} \frac{\varepsilon^2}{2} \int_0^\infty ze^{-\varepsilon z} \, dt = \frac{1}{2},$$

which is precisely the desired expression. \hfill $\square$

**Remark 5.5** It is clear that these results should hold under much weaker integrability conditions on $\nu$. However, since we need some exponential moments on $\nu$ at several places in the sequel, we did not try to improve on this.

### 5.2 Some properties of the limiting process

In this section, we provide a rigorous definition of the limiting process loosely defined in Section 5.1.1, and we study some of its properties. In order to be able to use existing results on Brownian excursions, we restrict ourselves to the same situation as in Section 5.1.2, namely the case where the underlying diffusion is a Brownian motion and the potential $V(x) = -ax$ is linear. We call the resulting object the *Brownian fan.*
5.2.1 Recursive Poisson point processes

Before we give a formal definition of the Brownian fan, we define a “recursive Poisson point process”. Loosely speaking, this is a Crump-Mode-Jagers process [Jag75] with Poisson distributed offspring, but where the number of offspring of any given individual is allowed to be almost surely infinite. Note again that our construction is very similar to the one given in [Hut09]. Given a Polish space $\mathcal{X}$ and a function $F: \mathcal{X} \to \mathbb{R}_+$, we denote throughout this section by $\mathcal{M}_F(X)$ the space of $\sigma$-finite measures $\mu$ on $\mathcal{X}$ such that

$$\mu(F^{-1}(0)) = 0, \quad \mu(\{x : F(x) > \varepsilon\}) < \infty,$$

for all $\varepsilon > 0$. We endow this with the topology of convergence in total variation on each set of the form $\{x : F(x) > 1/n\}$. Given a (measurable) map $Q$ from $\mathcal{X}$ to $\mathcal{M}_F(X)$, we can then build for every $x \in \mathcal{X}$ a point process as follows.

Define $\mu^n_x = \delta_x$ and, for $n \geq 1$, define $\mu^n_x$ recursively as a (conditionally independent of the $\mu^n_x$ with $\ell < n$) realisation of a Poisson point process with intensity measure $Q_n = \int_{\mathcal{X}} Q(y) \mu_n^{n-1}(dy)$, where we view $\mu^n_x$ as a random $\sigma$-finite positive integer-valued measure on $\mathcal{X}$. (In principle, it may happen that $Q_n(\{x : F(x) > \varepsilon\}) = \infty$ for some $\varepsilon > 0$. In this case, our construction stops there.)

When then set

$$\mu^{[n]}_x = \sum_{\ell=0}^{n} \mu^n_x,$$  \hspace{1cm} (5.22)

and we call $\mu^{[n]}_x$ the recursive Poisson point process of depth $n$ with kernel $Q$. We will occasionally need to refer the Brownian fan spawned by an initial Brownian motion $w$. For this purpose we will use the symbol $\mu^{[n]}_w$ (or $\mu^n_w$ for a specific generation) and rely on the context to differentiate $\mu^{[n]}_w$ and $\mu^n_w$. If, in these symbols we omit the subscript entirely then it is assumed that $x = 0$. In general, there is no reason to expect the sequence $\mu^{[n]}_x$ to converge to a finite limit. However, one has the following simple criterion ensuring that this is the case:

**Lemma 5.6** Let $F$ and $Q$ be as above and assume that there exists $c < 1$ such that

$$\int F(y)Q(x, dy) \leq cF(x) \quad \text{for every } x \in \mathcal{X}. \quad \text{Then, for every } x \in \mathcal{X}, \text{ there exists a random } \sigma\text{-finite measure } \mu^{[\infty]}_x \text{ on } \mathcal{X} \text{ such that } \lim_{n \to \infty} \mathbb{E} \int F(y)(\mu^{[n]}_x - \mu^{[n]}_w)(dy) = 0.$$

**Proof.** Fix $x \in \mathcal{X}$ and denote by $\mathcal{F}_n$ the $\sigma$-algebra generated by $\mu^{[n]}_w$. It then follows from the definition of the $\mu^{[n]}_x$ that

$$\mathbb{E}\left(\int_{\mathcal{X}} F(y) \mu^{[\ell+1]}_x(dy) \middle| \mathcal{F}_\ell\right) = \int_{\mathcal{X}} \int_{\mathcal{X}} F(y)Q(z, dy) \mu^{[\ell]}_x(dz) \leq c \int_{\mathcal{X}} F(z) \mu^{[\ell]}_x(dz).$$

As a consequence, one has $\mathbb{E} \int_{\mathcal{X}} F(y) \mu^{[\ell]}_x(dy) \leq c^\ell F(x)$, and the claim follows. \hfill \square

**Remark 5.7** A useful identity is the following. Denote by $\{\tilde{\mu}^{[\infty]}_{y}\}_{y \in \mathcal{X}}$ a collection of independent copies of recursive Poisson point processes with “initial conditions” $y$. Then one has the identity in law

$$\mu^{[\infty]}_x = \delta_x + \int_{\mathcal{X}} \tilde{\mu}^{[\infty]}_{y} \mu^{[1]}_x(dy), \hspace{1cm} (5.23)$$
where, as before, \( \mu^{(1)}_y \) is a realisation of a Poisson point process with intensity \( Q(x, \cdot) \), which is itself independent of the \( \mu^{(\infty)}_y \). This identity makes sense since the integral on the right is really just a countable sum.

### 5.2.2 Construction of the Brownian fan

We now denote by \( E \) the set of excursions with values in \( \mathbb{R} \). We consider elements of \( E \) as triples \((s, t, y)\) where \( s < t \in \mathbb{R} \cup \{+\infty\} \), and \( y \in C(\mathbb{R}, \mathbb{R}) \) has the property that \( y_{\tau} = y_t \) for \( \tau \geq t \) and \( y_{\tau} = y_s \) for \( \tau \leq s \). We also write \( E_0 \) for the subset of those triples \((s, t, y)\) such that \( s = 0 \).

Denoting a generic excursion by \( w \), we write \( s(w) \) for its starting time and \( e(w) \) for its end time, i.e., \( s(w) = s \), and \( e(w) = t \). We also denote by \( l(w) \) the lifetime of the excursion, which is the interval \( l(w) = [s(w), e(w)] \). In order to keep notations compact, we will also identify an excursion with its path component, making the abuse of notation \( w_{\tau} = y_{\tau} \).

There is a natural metric on \( E \) given by

\[
d(\tilde{w}, w) = d_l(\tilde{w}, w) \vee \sum_{k \geq 1} 2^{-k} \left( 1 \wedge \sup_{|t| \leq 2^k} |\tilde{w}_t - w_t| \right),
\]

(5.24)

where the distance \( d_l \) between the supports is given by

\[
d_l(\tilde{w}, w) = 1 \wedge (|s(\tilde{w}) - s(w)| + |\tanh e(\tilde{w}) - \tanh e(w)|).
\]

The reason for this particular choice of metric is that it ensures that \( E \) is a Polish space, while still allowing for infinite excursions.

For \( \tau \in \mathbb{R} \) and \( v \in E \), we denote by \( \Theta_{\tau,v} : E \to E \) the shift map given by

\[
\Theta_{\tau,v} : (s, t, w) \mapsto (s + \tau, t + \tau, w_{s+\tau} + v_{\tau}),
\]

which essentially changes the coordinate system so that the origin \((0, 0)\) is mapped to \((\tau, v_{\tau})\). Denoting as before by \( Q \) the standard Itô excursion measure, we now give the following definition:

**Definition 5.8** The **Brownian fan** with intensity \( a > 0 \) is the recursive Poisson point process on \( E \) with kernel

\[
Q(w, \cdot) = \frac{a}{2} \int_{s(w)}^{e(w)} \Theta_{\tau,w}^* Q d\tau,
\]

(5.25)

and initial condition given by a realisation of Brownian motion, starting at the origin and killed when it reaches the level \(-L\), where \( L \) is exponentially distributed with mean \( a \).

**Remark 5.9** The reason for killing the original Brownian motion at this particular level is natural, due to the distribution of the initial tag in Step 1 of the algorithm. It is however essentially irrelevant to the mathematical construction.

**Remark 5.10** Formally, the Brownian fan is a particular case of the Virgin Island Model [Hut09] with \( a \) playing the same role in both models, \( h = a \), and \( g = 1/2 \). The differences are twofold. First, the case of constant non-vanishing \( a \) actually doesn’t fall within the framework of [Hut09] since the author there uses the standing assumption
that \( a(0) = 0 \). The other difference is mostly one of perspective, while we have so far defined the Brownian fan as a point process on a space of excursions, one of the purposes of this article is to show that it is also well-behaved as an actual Markov process with values in a suitable state space of (possibly infinite) point configurations.

**Remark 5.11** By only keeping track of the genealogy of the particles and not their precise locations, one can construct a “real tree” on top of which the Brownian fan is constructed (loosely speaking) by attaching a Brownian excursion to each branch. This is very similar in spirit to Le Gall’s construction of the Brownian map [LG07, LG10], starting from Aldous’s continuous random tree [Ald91]. The scaling properties of the Brownian fan however are quite different. In particular, Theorem 5.13 below implies that the underlying tree has Hausdorff dimension 1, as opposed to the CRT which has Hausdorff dimension 2.

Before we proceed, let us show that it is possible to verify the assumptions of Lemma 5.6, so that this object actually exists for every \( a > 0 \):

**Proposition 5.12** The kernel \( Q \) defined in (5.25) satisfies the assumption of Lemma 5.6 with the choice

\[
F(w) = e^{-\eta \pi(w)}(1 - e^{-\eta |l(w)|})
\]

provided that \( \eta \) is large enough.

**Proof.** It follows from the properties of \( Q \) that there exists a constant \( C \) independent of \( \gamma \) and \( a \) such that

\[
\int_E F(\tilde{w}) Q(w, d\tilde{w}) = \frac{a}{\sqrt{2\pi}} \int_{\pi(\tilde{w})} e^{-\eta \tau} \int_0^\infty (1 - e^{-\eta s}) s^{-3/2} ds \, d\tau
\]
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\[ \leq \frac{Ca}{\sqrt{\eta}} (e^{-\eta s(\bar{w})} - e^{-\eta e(\bar{w})}) = \frac{Ca}{\sqrt{\eta}} F(v) , \]

where \( C \) is a constant independent of \( a \) and \( \eta \). The claim then follows by choosing \( \sqrt{\eta} > Ca \). \( \square \)

The remainder of this section is devoted to a study of the basic properties of the Brownian fan. In particular, we will show that there exists a suitable space \( X \) of particle configurations such that it can be viewed as a \( X \)-valued Markov process with continuous sample paths that satisfies the Feller property.

5.2.3 Number of particles and workload rate

Define the set \( N_t \subset E \) of excursions that are “alive at time \( t \)” by

\[ N_t = \{ w \in E : s(w) < t < e(w) \} . \]

With this notation, the number of particles alive at time \( t \) for the Brownian fan is given by

\[ N_t = \mu^{|\infty|}(N_t) , \]

which is in principle allowed to be infinite.

**Theorem 5.13** There exist a constant \( C > 0 \) and a strictly positive continuous decreasing function \( \lambda : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) such that

\[ \mathbb{E} \exp(\lambda_t N_t) \leq C , \]

holds uniformly over all \( t > 0 \).

**Remark 5.14** We will see in the proof that one can choose \( \lambda \) of the form

\[ \lambda_t = K^{-1} e^{-Kt} , \]

for \( K \) sufficiently large.

**Proof.** For \( \lambda > 0 \) and \( s, t \geq 0 \), set

\[ N_{s,t}^\lambda = \log \mathbb{E} \exp(\lambda \mu^{|\infty|}_w(N_t)) , \]

where \( w \) is any excursion starting from 0 with lifetime \( s \). Since, by the definition (5.25), the value of \( N_{s,t}^\lambda \) does not depend on the precise choice of excursion, we do not include it in the notation. It also follows from the construction of \( \mu^{|\infty|}_w \) that the function \( t \mapsto N_{t,t}^\lambda \) is increasing in \( t \) and that \( N_{s,t}^\lambda = N_{t,t}^\lambda \) for \( s \geq t \).

We also define \( M_t^\lambda \) by

\[ M_t^\lambda = \log \mathbb{E} \exp(\lambda \int_E \mu^{|\infty|}_w(N_t)\mathcal{M}(dw)) , \]

where \( \mathcal{M} \) is a Poisson random measure with intensity measure \( Q \) and the realisations \( \mu^{|\infty|}_w \) are independent of \( Q \) and of each other. While \( N^\lambda \) measures the total number of offspring alive at time \( t \) due to an excursion starting at time 0, \( M^\lambda \) measures the rate at which these offspring are created.
Indeed, combining (5.23) with the definition of $\mu^t_w$ and the superposition principle for Poisson point processes, we have the identity

$$N_{s,t}^\lambda = \lambda I_{s \geq t} + a \int_0^{s \wedge t} M_{t-r}^\lambda \, dr .$$

(5.29)

It therefore remains to obtain suitable bounds on $M_t^\lambda$.

It follows from (5.29) and standard properties of Poisson point processes (see for example [PZ06, Theorem 6.3]) that one has the identity

$$M_t^\lambda = \int_E (e^{N_{\lambda}(s,t)}) - 1) \, Q(dw) = \int_E (e^{N_{\lambda}(\epsilon(w),t)} - 1) \, Q(dw)$$

$$= \int_E \left( \exp \left( \lambda \int_0^{t} M_{r}^\lambda \, dr \right) - 1 \right) \, Q(dw) .$$

At this stage, we note that the integrand appearing in this expression depends on $w$ only through $\epsilon(w)$. It is then convenient to break the integral into a contribution coming from $\epsilon(w) > t$, as well as its complement. Since, under $Q$, the quantity $\epsilon(w)$ is distributed according to the measure $\sqrt{\lambda} \, ds$, this yields

$$M_t^\lambda \leq \left( \exp \left( \lambda + a \int_0^{t} M_{r}^\lambda \, dr \right) - 1 \right) Q(\epsilon(w) \geq t)$$

$$+ \int_0^{t} \left( \exp \left( a \int_0^{s} M_{r}^\lambda \, dr \right) - 1 \right) \frac{s^{-3/2}}{\sqrt{2\pi}} \, ds .$$

We now assume that both $\lambda$ and $t$ are sufficiently small so that

$$\lambda + a \int_0^{t} M_{r}^\lambda \, dr \leq 1 .$$

(5.30)

This assumption allows us to use the bound $e^{t} - 1 \leq 2t$, so that we obtain the more manageable expression

$$M_t^\lambda \leq \frac{4t^{-1/2}}{\sqrt{2\pi}} \left( \lambda + a \int_0^{t} M_{r}^\lambda \, dr \right) + 2a \int_0^{t} \int_0^{s} M_{t-r}^\lambda \, dr \frac{s^{-3/2}}{\sqrt{2\pi}} \, ds$$

$$= \frac{4M_t^{-1/2}}{\sqrt{2\pi}} + \frac{4at^{-1/2}}{\sqrt{2\pi}} \int_0^{t} M_{r}^\lambda \, dr + 2a \int_0^{t} \int_0^{s} M_{r-s}^\lambda \, dr \frac{(t-s)^{-3/2}}{\sqrt{2\pi}} \, ds$$

$$= \frac{4M_t^{-1/2}}{\sqrt{2\pi}} + \frac{4at^{-1/2}}{\sqrt{2\pi}} \int_0^{t} M_{r}^\lambda \, dr + \frac{4a}{\sqrt{2\pi}} \int_0^{t} (t-s)^{-1/2} M_s^\lambda \, ds$$

$$\leq \frac{4M_t^{-1/2}}{\sqrt{2\pi}} + \frac{8a}{\sqrt{2\pi}} \int_0^{t} (t-s)^{-1/2} M_s^\lambda \, ds .$$

Writing $H_t^\lambda = t^{1/2} M_t^\lambda$, we thus obtain the bound

$$H_t^\lambda \leq \frac{4\lambda}{\sqrt{2\pi}} + \frac{8a}{\sqrt{2\pi}} t^{1/2} \int_0^{t} (t-s)^{-1/2} H_s^\lambda \, ds .$$

(5.31)

We can now apply the fractional version of Gronwall’s lemma [NR02, Lemma 7.6] (with $b = \frac{8a}{\sqrt{2\pi}}$, $a = \frac{4\lambda}{\sqrt{2\pi}}$, and $\alpha = \frac{1}{2}$), so that there exists a constant $C > 0$ depending on $a$ but independent of $\lambda$ such that

$$H_t^\lambda \leq C \lambda \exp( Ct ) .$$
From this, we immediately deduce from (5.29) and the definition of \(H^\lambda\) a similar bound on \(N^\lambda_{t,t}\). Choosing \(\lambda = K^{-1}e^{-Kt}\) for sufficiently large \(t\) then allows to satisfy (5.30) and to obtain \(N^\lambda_{t,t} \leq 2\), thus completing the proof. \(\Box\)

As a corollary, we obtain a rather sharp bound on the modulus of continuity of the total workload process \(W_t = \int_0^t N_s \, ds\). One has

**Proposition 5.15** For every \(T > 0\), one has

\[
\sup_{t \leq T} \lim_{h \to 0} \frac{|W_{t+h} - W_t|}{h |\log h|} < \infty ,
\]

almost surely.

**Proof.** It follows from the generalised Young inequality that, for every \(a, b \in \mathbb{R}_+\), and every \(\lambda, \eta > 0\), one has the inequality

\[
ab \leq \frac{\eta}{\lambda} (e^{\lambda a} - 1 - \lambda a + (1 + b/\eta) \log(1 + b/\eta) - b/\eta),
\]

so that

\[
N_t \leq \frac{\eta}{\lambda} (e^{\lambda N_t} + (1 + 1/\eta) \log(1 + 1/\eta)).
\]

It follows immediately that

\[
|W_{t+h} - W_t| \leq \frac{\eta}{\lambda} \int_t^{t+h} e^{\lambda N_s} \, ds + \frac{h(1 + \eta)}{\lambda} \log(1 + 1/\eta).
\]

Setting \(\eta = h\), we obtain the bound

\[
|W_{t+h} - W_t| \leq \frac{h}{\lambda} \int_0^{T+1} e^{\lambda N_s} \, ds + C_\lambda h |\log h|,
\]

uniformly over all \(h \leq 1\) and all \(t \in [0, T]\). The claim now follows immediately from Theorem 5.13. \(\Box\)

Although the number of particles alive at any deterministic time has exponential moments, there exists a dense set of exceptional times for which \(N_t = \infty\). For one, this follows from the fact that, under \(Q\), \(e(w)\) is distributed proportionally to \(s^{-3/2} \, ds\), so that every particle creates an infinite number of offspring in every time interval.

Actually, one has the even stronger statement that there is a dense set of exceptional times at which the number of particles belonging to the first generation of offspring is infinite. Indeed, if we denote by \(\mathcal{M}\) a Poisson random measure on \(\mathbb{R}_+^2\) with density \(cs^{-3/2} \, dr \, ds\) for a suitable constant \(c\), then the number \(N^1_t\) of particles in the first generation of offspring is given by

\[
N^1_t = \mathcal{M}(A_t), \quad A_t = \{(r,s) \in [0,t] \times \mathbb{R}_+ : s \geq t - r\}.
\]

For \(k \geq 0\) and \(d \in \{1, \ldots, 2^k\}\), we then set

\[
A_{k,d} = [(d-1)2^{-k}, d2^{-k}] \times [4^{-k}, 4^{1-k}].
\]
so that, by the scaling properties of \( \mathcal{M} \), the random variables \( N_{k,d} = \mathcal{M}(A_{k,d}) \) form a sequence of i.i.d. Poisson random variables. For any given point \((r, s)\), we set \( B_{(r,s)} = [r, r + s] \), which is the set of times \( t \) such that \((r,s) \in A_t \), and we set

\[
D_{(r,s)} = \{(k,d) : B_{(r',s')} \subset B_{(r,s)} \forall (r',s') \in A_{k,d}\}.
\]

Since the set \( D_{(r,s)} \) is infinite for every \((r,s)\), we can then build a sequence \((r_n, s_n)\) recursively in the following way. Start with \((r_0, s_0) = (0, 1)\) and then, given \((r_n, s_n)\) for some \( n \geq 0 \), define \((k_n, d_n)\) as the first (in lexicographic order) element \((k, d) \in P_{(r_n, s_n)}\) such that \( N_{k,d} \geq 1 \). We then set \((r_{n+1}, s_{n+1})\) to be one of the points of \( \mathcal{M} \) located in \( A_{k_n,d_n} \). By construction, one then has \( \cap_{n \geq 1} B_{(r_n, s_n)} = \{t\} \) for some \( t \in [0,1] \), and \( \mathcal{M}(A_t) \geq \sum_{n \geq 1} \mathcal{M}(A_{k_n,d_n}) = \infty \), as stated. Of course, the interval \([0,1]\) in this procedure is arbitrary. If we want to show that there exists an exceptional time within any deterministic time interval \([t_0, t_1]\), it suffices to start the algorithm we just described with \( r_0 = t_0 \) and \( s_0 = t_1 - t_0 \).

### 5.3 The Brownian fan as a Markov process

In this section, we slightly shift our perspective. We do no longer consider our process as a point process of excursions, but we consider it as an evolving system of particles. Our system will therefore be described by a Markov process in some space of integer-valued measures on a subset of \( \mathbb{R}\). Let \( \ell \) denote by \( \mathcal{M} \). Our construction is essentially the Wasserstein-1 analogue of the construction given in [FG10]. Let \( \mathcal{M} \subset \mathbb{R}\) be a convex open set with boundary \( \partial \mathcal{M} \). For \( p \in (0, 1] \), we then denote by \( \ell^p(\mathcal{M}) \) the set of all integer-valued measures \( \mu \) on \( \mathcal{M} \) such that

\[
\|\mu\|_p = \int_{\mathcal{M}} d^p(y, \partial \mathcal{M}) \mu(dy) < \infty,
\]

(5.33)
where \( d(y, \partial \mathcal{M}) \) denotes the (Euclidean) distance from \( y \) to the boundary of \( \mathcal{M} \). Note that since this quantity vanishes at the boundary, there are elements \( \mu \in \ell^p(\mathcal{M}) \) such that \( \mu(\mathcal{M}) = \infty \).

We endow \( \ell^p(\mathcal{M}) \) with a slight modification of the Wasserstein-1 metric by setting:

\[
\| \mu - \nu \|_p = \sup_{f \in \text{Lip}_0^p(\mathcal{M})} \left( \int f(y) \mu(dy) - \int f(y) \nu(dy) \right),
\]

where we denoted by \( \text{Lip}^0_p(\mathcal{M}) \) the set of all functions \( f : \mathcal{M} \to \mathbb{R} \) such that

\[
|f(x) - f(y)| \leq |x - y|^p,
\]

for all \( x, y \in \mathcal{M} \), and \( f(y) = 0 \) for all \( y \in \partial \mathcal{M} \).

**Remark 5.16** Our notation is consistent in the sense that if we take for \( \nu \) the null measure in (5.34), then we precisely recover (5.33). This can be seen by taking \( f(x) = d^p(x, \partial \mathcal{M}) \), which is optimal by (5.35) and the triangle inequality.

If \( \mu \) and \( \nu \) happen to have the same (finite) mass, then the expression (5.34) does not change when one adds a constant to \( f \). In this case, we are thus reduced to the usual Wasserstein-1 distance between \( \mu \) and \( \nu \), but with respect to the modified distance function

\[
d^p(x, y) = |x - y|^p \wedge (d^p(x, \partial \mathcal{M}) + d^p(y, \partial \mathcal{M})).
\]

Note that the completion of \( \mathcal{M} \) under the distance function \( d_p \) consists of \( \mathcal{M} \cup \{ \Delta \} \), where \( \Delta \) is a single “point on the boundary” such that \( d^p(x, \Delta) = d^p(x, \partial \mathcal{M}) \) for every \( x \in \mathcal{M} \).

If one has \( \mu(\mathcal{M}) < \nu(\mathcal{M}) < \infty \), then the distance \( \| \cdot \|_p \) reduces to the Wasserstein-1 distance (again with respect to \( d_p \)) between \( \bar{\mu} \) and \( \nu \), where \( \bar{\mu} \) is obtained from \( \mu \) by placing a mass \( \nu(\mathcal{M}) - \mu(\mathcal{M}) \) on the boundary \( \Delta \). The following alternative characterisation of (5.34) in the case of purely atomic measures is a version of the Monge-Kantorovich duality in this context:

**Lemma 5.17** Consider a situation where \( \mu = \sum_{i=1}^N \delta_{x_i} \) and \( \nu = \sum_{i=1}^M \delta_{y_i} \). Then,

\[
\| \mu - \nu \|_p = \inf_{\sigma \in S_{N+M}} \sum_{i=1}^{N+M} d^p(x_i, y_{\sigma(i)}),
\]

where \( S_{N+M} \) is the group of permutations of \( N + M \) elements and we set \( x_j = \Delta \) for \( j > N \) and \( y_j = \Delta \) for \( j > M \).

**Proof.** See for example [Pra08].

This characterisation suggests the following “interpolation” procedure between elements in \( \ell^p(\mathcal{M}) \). Let \( \mu = \sum_{i=1}^N \delta_{x_i} \) and \( \nu = \sum_{i=1}^M \delta_{y_i} \), where we assumed that both measures charge the same number of points (this is something that we can always achieve by possibly adding points on \( \Delta \)). assume furthermore that these points are ordered in such a way that

\[
\| \mu - \nu \|_p = \sum_{i=1}^N |x_i - y_i|^p.
\]
Again, this can always be enforced by suitably reordering the points and possibly adding points on the boundary. We then define, for \( t \in (0, 1) \), the “linear interpolation” \( L_t(\mu, \nu) \) by

\[
L_t(\mu, \nu) = \sum_{i=1}^{N} \delta_{z_i}, \quad z_i = ty_i + (1-t)x_i.
\] (5.36)

Note that this procedure is not necessarily unique, but it is easy to resolve this ambiguity by optimising over the possible pairings \( \{ (x_i, y_i) \} \) realising the above construction, according to some arbitrary criteria.

In any case, one can check that this construction then has the property that

\[
\| L_s(\mu, \nu) - L_t(\mu, \nu) \|_p \leq |t-s|^{\frac{1}{p}} \| \mu - \nu \|_p,
\] (5.37)

for any \( s, t \in [0, 1] \), which will be a useful fact in the sequel.

5.3.2 Definition of the process

For the remainder of this section, we set

\[
\mathcal{M} = \{(x, v) \in \mathbb{R}^2 : v > -ax\},
\]

which is the natural configuration space for our process. We will use capital letters to distinguish points in \( \mathcal{M} \) from points in \( \mathbb{R} \). By Theorem 5.13, we already know that, for any fixed time \( t \), the Brownian fan almost surely has only finitely many particles alive at time \( t \). Define now the evaluation map \( E_t : \mathcal{E} \to \mathcal{M} \cup \{ \Delta \} \) by

\[
E_t(w) = \begin{cases} 
(w_1, -aw_{s(w)}) & \text{if } t \in l(w), \\
\Delta & \text{otherwise.}
\end{cases}
\]

For a given “initial condition” \( (x, v) \in \mathcal{M} \), we then set

\[
\mu_t = E_t^\ast \mu_w^{[\infty]},
\]

which is an \( \ell^p(\mathcal{M}) \)-valued random variable. Here, \( w \) is a realisation of a Brownian motion starting at \( x \) and killed when it hits \(-v/a\), and \( \mu_w^{[\infty]} \) is the corresponding realisation of the Brownian fan. (Just so that \( E_t \) has the correct effect on \( w \), one can for example set \( s(w) = -1 \) and make sure that \( w(-1) = -v/a \).) As a consequence of Theorem 5.13 and of our definition of the Brownian fan, we then indeed have \( \mu_t \in \ell^p(\mathcal{M}) \) for every \( p \leq 1 \).

Note at this stage that we can simply discard the, typically infinite, mass on \( \Delta \) by identifying measures that only differ on \( \Delta \). As already mentioned earlier, this is consistent with the identification \( \Delta \sim \partial \mathcal{M} \) already made in the interpretation of the construction of \( \ell^p(\mathcal{M}) \).

This construction can be extended to any initial condition in \( \ell^p(\mathcal{M}) \) with finite total mass, by considering independent Brownian fans for each particle. As a consequence of the Markov property of the Brownian excursion and the independence properties of Poisson point processes, it is then straightforward to verify that \( t \mapsto \mu_t \) is indeed a Markov process.

Actually, by Proposition 6.2, we know that for any fixed collection of deterministic times \( \{ t_1, \ldots, t_k \} \), one has \( \mu_{t_k}(\mathcal{M}) < \infty \) almost surely, so that our construction determines a probability measure on \( (\ell^p(\mathcal{M}))^{\mathbb{R}^+} \) by Kolmogorov’s extension theorem. At this stage however, we know absolutely nothing about the continuity properties of this process, and this is the subject of the remainder of this subsection.
5.3.3 Feller property

We now show that the Brownian fan constructed in Sections 5.2.2 and 5.3.2 has the Feller property in $\ell^p(M)$ for every $p \leq 1$.

As in [FG10], we could have defined spaces $\ell^p(M)$ is a natural way for $p > 1$. However, the Feller property would fail in this case because of the following simple heuristic argument. For any $p$, we can change the initial condition by an amount less than $\delta$ in $\ell^p$ by creating $N$ particles at distance $\varepsilon = (\delta/N)^{1/p}$ from the boundary of $M$. For $\varepsilon$ small, the probability that any such particle survives up to time 1 (say) is bounded from below by $c\varepsilon$ for some $c > 0$. On average, the number of survivors will thus be of the order of $\varepsilon N \sim \delta^{1/p}N^{(p-1)/p}$. Furthermore, at time 1/2, each of these surviving particles will be at a distance of order 1 of the boundary of $M$. As a consequence, by increasing $N$ but keeping $\delta$ fixed (or even sending $\delta$ to 0 sufficiently slowly), the law of the process at time 1 with an initial condition arbitrarily close to 0 can be at arbitrarily large distance of 0, so that the Feller property fails.

For $p \leq 1$ on the other hand, we have

**Proposition 5.18** For any $p \leq 1$, the Brownian fan gives rise to a Feller process in $\ell^p(M)$. Even more, the corresponding Markov semigroup preserves the space of bounded Lipschitz continuous functions.

**Proof.** For any two initial conditions $\mu_0$ and $\bar{\mu}_0$, write as before

$$
\mu_0 = \sum_{j=1}^{N} \delta_{X_0^{(j)}}, \quad \bar{\mu}_0 = \sum_{j=1}^{N} \delta_{\bar{X}_0^{(j)}},
$$

with the $X_0^{(j)} \in M$ and $\bar{X}_0^{(j)} \in M$ chosen in such a way that

$$
\|\mu_0 - \bar{\mu}_0\|_p = \sum_{j=1}^{N} d_p(X_0^{(j)}, \bar{X}_0^{(j)}). \tag{5.38}
$$

Our aim now is to show that there exists a constant $C$ such that

$$
\mathbb{E}\|\mu_t - \bar{\mu}_t\|_p \leq C\|\mu_0 - \bar{\mu}_0\|_p,
$$

independently of $t \leq 1$, where the pair $(\mu_t, \bar{\mu}_t)$ is any coupling between the Brownian fans starting from $\mu_0$ and $\bar{\mu}_0$ respectively. Denote by $\mu_t^{(j)}$ the contribution to $\mu_t$ originating from the initial particle $X_0^{(j)}$ and similarly for $\bar{\mu}_t^{(j)}$. Then, by the triangle inequality, one obtains the bound

$$
\mathbb{E}\|\mu_t - \bar{\mu}_t\|_p \leq \sum_{j \geq 1} \mathbb{E}\|\mu_t^{(j)} - \bar{\mu}_t^{(j)}\|_p,
$$

so that the claim follows from (5.38) if we can show that

$$
\mathbb{E}\|\mu_t^{(j)} - \bar{\mu}_t^{(j)}\|_p \leq C\mathbb{d}_p(X_0^{(j)}, \bar{X}_0^{(j)}).
$$

In other words, it suffices to consider the special case when both $\mu_0$ and $\bar{\mu}_0$ consist of one single particle, which we denote by $X_0 = (x_0, v_0)$ and $\bar{X}_0 = (\bar{x}_0, \bar{v}_0)$ respectively.

One then constructs a coupling between the two processes $\mu_t$ and $\bar{\mu}_t$ by running both particles with the same Brownian motion and spawning children according to the
same Poisson process (as long as the corresponding particle is alive). We denote by \( X_t \) and \( \bar{X}_t \) the evolutions of the two initial particles in \( \mathcal{M} \), driven by the same realisation of a Brownian motion, and stopped when they reach \( \partial \mathcal{M} \). We can assume without loss of generality that \( v_0 + a x_0 < \bar{v}_0 + a \bar{x}_0 \), so that the particle \( X \) dies before the particle \( \bar{X} \). Denoting by \( \tau \) and \( \bar{\tau} \) the respective lifetimes of these particles, one thus has \( \tau \leq \bar{\tau} \).

Denote now by \( \mathcal{H}_t \) the (random) measure on \([0, t] \times \mathcal{M} \) which is such that, for \( I \subseteq [0, t] \) and \( A \subseteq \mathcal{M} \), \( \mathcal{H}_t(I \times A) \) is the number of particles in \( A \) at time \( t \) that are offspring of a particle created from the “ancestor particle” \( X \) or \( \bar{X} \) at some time \( s \in I \).

With this notation, if we denote by \( \Theta : \mathcal{M} \rightarrow \mathcal{M} \) the map
\[
\Theta(x, v) = (x + x_0 - \bar{x}_0, v - a(x_0 - \bar{x}_0)),
\]
then one has the decompositions
\[
\mu_t(A) = 1_{(\tau \geq \bar{\tau})} \delta_{X_t}(A) + \Theta_* \mathcal{H}_t([0, \tau \wedge t] \times \mathcal{M}),
\]
\[
\bar{\mu}_t(A) = 1_{(\tau \geq \bar{\tau})} \delta_{\bar{X}_t}(A) + \mathcal{H}_t([0, \bar{\tau} \wedge t] \times \mathcal{M}).
\]

Denote now by \( \delta \) the Euclidean distance between the two initial particles, so that their \( l^p \)-distance is \( \delta \). It then follows immediately from the above decomposition that one has the bound
\[
\|\mu_t - \bar{\mu}_t\|_p \leq \delta + 1_{[\tau, \bar{\tau}]} d_p(\bar{X}_t, \partial \mathcal{M}) + \delta \mathcal{H}_t([0, \tau \wedge t] \times \mathcal{M}) + \int d_p(Y, \partial \mathcal{M}). \mathcal{H}_t([\tau \wedge t, \bar{\tau} \wedge t] \times dY).
\]

Since \( d(\bar{X}(\tau), \partial \mathcal{M}) = \delta \) by the definition of \( \tau \) and \( \delta \), it follows from Jensen’s inequality and the Martingale property of (stopped) Brownian motion that one has the bound
\[
\mathbf{E} 1_{[\tau, \bar{\tau}]} d_p(\bar{X}_t, \partial \mathcal{M}) \leq \delta. \]

It also follows from Theorem 5.13 that \( \mathbf{E}\mathcal{H}_t([0, \tau \wedge t] \times \mathcal{M}) < \infty \), independently of \( \delta \). Finally, it follows from an argument very similar to the proof of Theorem 5.13 that
\[
\mathbf{E} \int d_p(Y, \partial \mathcal{M}). \mathcal{H}_t(ds \times dY) \leq C \, ds,
\]
uniformly over \( s \in [0, t] \). It follows that
\[
\mathbf{E} \int d_p(Y, \partial \mathcal{M}). \mathcal{H}_t([\tau \wedge t, \bar{\tau} \wedge t] \times dY) \leq C \mathbf{E}|\bar{\tau} \wedge t - \tau \wedge t| \leq C \delta,
\]
where we used the fact that if \( \tau_0 \) is the first hitting time of 0 by a Brownian motion starting at \( \delta \), then \( \mathbf{E}(\tau_0 \wedge 1) \leq C \delta \). Combining these bounds completes the proof.

### 5.3.4 Lack of convergence of the generators

One standard method to prove convergence of a sequence of Markov processes to a limiting process, once tightness has been established, is to show that the corresponding generators converge in a suitable sense. In our situation, one actually does not expect the generator of the approximate process to converge to that of the limiting process, when testing it on “nice” test functions. We first argue at a technical level why this is the case, before providing an intuitive explanation.

Inspired by [EK86, Daw93], we consider test functions of the form
\[
F(\mu) = \exp(\langle \log f, \mu \rangle), \tag{5.39}
\]
where \( f : \mathcal{M} \to \mathbb{R}_+ \) is a sufficiently smooth function such that \( f(x, v) = 1 \) for \( (x, v) \in \partial \mathcal{M} \). This boundary condition is required since elements \( \mu \in \ell^p(\mathcal{M}) \) can have infinite mass (and, as we have already seen, the limiting process really does acquire infinite mass at some exceptional times) accumulating near \( \partial \mathcal{M} \). Being in \( \ell^p(\mathcal{M}) \) for \( p \leq 1 \) does however ensure that smooth functions such as above are integrable.

Exploiting the independence structure of the process as well as its space homogeneity, we can reduce ourselves to the case of an initial condition of the form \( \mu_0 = \delta_{(x,v)} \) for some \( v < -a x \). In this case, for sufficiently small \( \varepsilon > 0 \), the probability that the original particle dies within the time interval \( \varepsilon \) is of the order \( \varepsilon^p \) for any \( p \). We therefore only need to take into account the possibility of creating some descendant(s), with the killing mechanism being taken care of by the boundary condition of \( f \). While the average number of "second generation" descendants is of order \( \varepsilon \), any such descendant will typically have travelled to a distance of order \( \sqrt{\varepsilon} \) from \( \partial \mathcal{M} \), so that only the first generation has a chance of contributing to the generator.

We then have
\[
\frac{1}{\varepsilon}(\mathbb{E}F(\mu_\varepsilon) - F(\mu_0)) \approx A_0 f(x, v) + \frac{f(x, v)}{\varepsilon} \mathbb{E}_x \{ f - 1, \mathcal{M}_\varepsilon \},
\]
where
\[
A_0 = \frac{1}{2} a^2,
\]
is the generator of Brownian motion, and where \( \mathcal{M}_\varepsilon \) is the (projection to time \( \varepsilon \) of the) Poisson point process yielding the first generation of offsprings. Note now that since these offspring will be created near \( \partial \mathcal{M} \) and since \( f = 1 \) there, we can further approximate this expression by
\[
\frac{1}{\varepsilon}(\mathbb{E}F(\mu_\varepsilon) - F(\mu_0)) \approx A_0 f(x, v) + \frac{f(x, v)}{\varepsilon} \int_{\mathcal{M}} (\bar{x} + a^{-1} \bar{v}) \mathcal{M}_\varepsilon(d\bar{x}, d\bar{v}).
\]
Here, we wrote \( f'(x) \) as a shortcut for \( \partial_x f(x, v) \big|_{v = -a x} \). Denoting by \( e_s \) the position, relative from its starting point, of an excursion of length \( s \) and making use of the formula (5.25) for the intensity measure of \( \mathcal{M}_\varepsilon \), we obtain for the last term in this equation the expression
\[
\frac{1}{\varepsilon} \mathbb{E} \int_{\mathcal{M}} (\bar{x} + a^{-1} \bar{v}) \mathcal{M}_\varepsilon(d\bar{x}, d\bar{v}) = \frac{a}{2 \sqrt{2 \pi \varepsilon}} \int_0^\infty \int_0^{s^{\wedge \varepsilon}} \mathbb{E} e_s(t) dt s^{-3/2} ds.
\]
At this stage we note that, for a Brownian excursion of length \( s \), we have for \( t \leq s \) the identity
\[
\mathbb{E} e_s(t) = \sqrt{\frac{8t}{\pi s}} (s - t).
\]
Inserting this into (5.40), a tedious but straightforward calculation then yields
\[
\lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \mathbb{E} \int_{\mathcal{M}} (\bar{x} + a^{-1} \bar{v}) \mathcal{M}_\varepsilon(d\bar{x}, d\bar{v}) = \frac{a}{2},
\]
so that we finally obtain for the generator \( A \) the expression
\[
AF(\mu_0) = A_0 f(x, v) + \frac{a}{2} f(x, v) f'(x).
\]
(5.41)
Recall that this is for the particular case where \( \mu_0 = \delta_{(x,v)} \). In the general case, we can use the independence structure of the process to obtain
\[
AF(\mu_0) = F(\mu_0) \int_{\mathcal{M}} \left( \frac{A_0 f(x, v)}{f(x, v)} + \frac{a}{2} f'(x) \right) \mu_0(dx, dv).
\]
Remark 5.19 Compare this with the generator of a usual branching diffusion, where the term $f'(x)$ would be replaced by $a(f(x) - 1)$, with $a$ the branching rate.

On the other hand, if we denote by $T_\varepsilon$ the Markov operator describing one step of Algorithm 2, we might expect that one also obtains $A$ as the limit $\varepsilon^{-1}(T_\varepsilon - 1)$ as $\varepsilon \to 0$. This would indeed be the case if there was no branching or if branching did only occur at a finite rate. Considering again initial conditions of the form $\mu_0 = \delta_{(x,v)}$ for some $v < -ax$. By reasoning similar to that in the beginning of Section 5, we obtain

$$\varepsilon^{-1}(T_\varepsilon F - F)(\mu_0) \approx A_0 f(x, v) + \frac{a}{2} f(x, v) f'(x) \int_0^\infty y^2 \nu(dy) , \quad (5.42)$$

which is always different from (5.41), and is actually what we would have obtained from the wrong guess (5.7).

A possible reason for this discrepancy is that, while the Markov semigroup of the Brownian fan does indeed preserve test functions of the type (5.39), we do not expect this to be true of the Markov operator $T_\varepsilon$. Instead, the “correct” space of test functions for $T_\varepsilon$ is of the same type, but the function $f$ should have a “boundary layer” near $\partial M$.

Remark 5.20 Another reason why the generator of the Brownian fan is not such a useful object is that many seemingly innocent observables, like for example the total number $N$ of particles, do not belong to its domain. This follows from the fact that if we consider again a simple initial condition $\mu_0$ as above, then $\mathbb{E}N(\mu_\varepsilon) - 1 \approx \sqrt{\varepsilon}$ for small $\varepsilon$. The reason why the total number of particles nevertheless remains finite (at least for fixed times) is that there are exceptional states where one or more particles are very near $\partial M$ and for which $\mathbb{E}N(\mu_\varepsilon) - 1 \approx -\mathcal{O}(1)$.

6 Convergence to the Brownian fan

The aim of this section is to provide a rigorous proof of the fact that, in the situation of the previous section, the process given by Algorithm 2 converges to the Brownian fan in $C([0, T], \ell^p(M))$ for any $T > 0$ and $p \leq 1$. The overall strategy of the proof is classical: we first prove a tightness result in Section 6.1 and then show that finite-dimensional marginals converge to those of the Brownian fan in Section 6.2.

Difficulties arise on two fronts. First, to prove the tightness result, it is convenient to have uniform moment bounds on the number of particles at fixed time for the approximating system. These turn out to be much more difficult to obtain for the approximating system than for the Brownian fan, which is mainly due to a lack of uniform exponential bounds. A second difficulty arises in the proof that finite-dimensional distributions converge to those of the Brownian fan. While it is intuitively clear that those excursions that survive for times of order $\mathcal{O}(1)$ do converge to suitably normalised Brownian excursions, this result is rather technical and, surprisingly, does not seem to appear in the literature. Furthermore, no convergence result holds for the typical excursions which die very early. We therefore also need to argue that, both at the level of Algorithm 2 and at the level of the Brownian fan, these small excursions do not matter in the limit.

6.1 Tightness

As in the previous section, we restrict ourselves to the particular case when the underlying Markov process is given by a rescaled random walk, namely

$$y_{(k+1)} = y_k + \sqrt{\varepsilon} \xi_{k+1} , \quad (6.1)$$
where the \( \xi_k \) are i.i.d. random variables with distribution \( \nu \) having some exponential moments, and where the potential \( V \) is given by a linear function, \( V(x) = -ax \). Our aim is to show that as \( \varepsilon \to 0 \), the sequence of birth and death processes obtained by running Algorithm 2 is tight in a state space \( \mathcal{X} \), which we will now describe.

### 6.1.1 Formulation of the tightness result

With the construction of the previous section in mind, we choose as our state space \( \mathcal{X} = \ell^p(\mathcal{M}) \), where \( \mathcal{M} = \{ (x, v, n) \in \mathbb{R}^2 \times \mathbb{N} : v > -ax \} \), and \( p \leq 1 \) is arbitrary. Here, the coordinate \( n \) is used to keep track of the generation of a particle: direct offspring of a particle from the \( n \)th generation belong to the \((n+1)\)st generation. We extend the Euclidean distance to \( \mathbb{R}^2 \times \mathbb{N} \) by additionally postulating that the distance between particles belonging to different generations is given by the sums of the distances of the two particles to \( \partial \mathcal{M} \). The boundary \( \partial \mathcal{M} \) is given as before by \( \partial \mathcal{M} = \{ (x, v, n) : v = -ax \} \). We will use capital letters for elements of \( \mathcal{M} \) to differentiate them from elements of \( \mathbb{R} \).

In order to formulate our result, we will make use of the following notation. For \( t = k\varepsilon \) with \( k \) an integer, we denote by \( \mu_t^{\varepsilon} \) the empirical measure of the particles alive at time \( t \), and by \( N_t \) the number of such particles. Sometimes, it will be convenient to consider the particles instead as a collection of elements in \( \mathcal{X}_t^{(\varepsilon)} \in \mathcal{M} \), so that we write

\[
\mu_t^{\varepsilon} = \sum_{j=1}^{N_t} \delta_{\mathcal{X}_t^{(\varepsilon)}}.
\]

We do not specify how exactly we order the particles, as this is completely irrelevant for our purpose. For \( t \in (k\varepsilon, (k+1)\varepsilon) \), we define \( \mu_t^{\varepsilon} \) by using the “linear interpolation” procedure (3.36), setting

\[
\mu_t^{\varepsilon} = L_s(\mu_{k\varepsilon}, \mu_{(k+1)\varepsilon}) , \quad s = \varepsilon^{-1} t - k.
\]

The interpolation procedure \( L_s \) is a very minor modification from the one described above, in the sense that we only connect particles belonging to the same generation. In this way, the process \( t \mapsto \mu_t^{\varepsilon} \) has continuous trajectories for every \( \varepsilon \). The main result of this section is as follows:

**Theorem 6.1** Let \( p \leq 1 \) and denote by \( \mathcal{L}^{\varepsilon} \) the law of the process \( t \mapsto \mu_t^{\varepsilon} \) described above, viewed as a family of probability measures on \( \mathcal{C}([0,1], \mathcal{X}) \). Assume furthermore that there exists \( c > 0 \) such that \( \int e^{\varepsilon ||y||} \nu(dy) < \infty \).

Then, for any single particle initial condition \( \mu_0^{\varepsilon} = \delta_{X_0} \) with \( X_0 \in \mathcal{M} \), there exists \( \varepsilon_0 > 0 \) such that the family \( \{ \mathcal{L}^{\varepsilon} \}_{\varepsilon \leq \varepsilon_0} \) is tight.

**Proof.** Combining [Daw93, Theorem 3.6.4] and [Bil99, Theorem 8.3], we see that, in order to obtain tightness, it is sufficient to show that:

- For every \( \delta > 0 \), there exists a compact set \( K_\delta \subset \mathcal{X} \) such that \( \mathbb{P}(\mu_t^{\varepsilon} \in K_\delta) > 1 - \delta \), uniformly over \( t \in [0,1] \) and \( \varepsilon < \varepsilon_0 \).
- There exists \( \alpha > 0 \) and \( C > 0 \) such that \( \mathbb{E}||\mu_s^{\varepsilon} - \mu_t^{\varepsilon}||_1^\alpha \leq C|t - s|^\alpha \), uniformly over all \( s, t \in [0,1] \) and \( \varepsilon < \varepsilon_0 \).

The first claim then follows from Proposition 6.7 below, while the second claim is the content of Proposition 6.8. \( \square \)
The proof of this result is the content of the remainder of this subsection and goes roughly as follows. In Section 6.1.2, we obtain a moment bound on the number of particles alive at any fixed time \( t \in [0, 1] \), which is uniform in \( \varepsilon > 0 \). This then allows to obtain the compactness at fixed time in Section 6.1.3. The verification of Kolmogorov’s continuity criterion is the content of Section 6.1.4.

### 6.1.2 Moment bounds on the number of particles

In the sequel, we will denote by \( K_p(X) \) the \( p \)th cumulant of a random variable \( X \) and by \( K_p(X \mid \mathcal{F}) \) the same cumulant, conditioned on the \( \sigma \)-field \( \mathcal{F} \). We will use the important property that \( K_p(X + Y \mid \mathcal{F}) = K_p(X \mid \mathcal{F}) + K_p(Y \mid \mathcal{F}) \), provided that \( X \) and \( Y \) are independent, conditionally on \( \mathcal{F} \). We will also use the fact that if \( X \) is a positive random variable, then \( K_p(X) \leq \mathbb{E}X^p \) and there exists a constant \( C \) such that the bound

\[
\mathbb{E}X^p \leq C \sum_{q \leq p} (K_q(X))^{p/q},
\]

(6.2)

holds.

Our aim now is to obtain a bound on the cumulants of the number of particles alive at time \( t \) which is independent of \( \varepsilon \). We start with an initial configuration containing only one particle, which belongs to generation 0, and we set \( N_0 = \{0, 1\} \), depending on whether or not this particle is still alive at some subsequent time \( t \). We also define \( N^n = \mu^n(M^n) \), where \( M^n = \{(x, v, \ell) \in M : \ell = n\} \), which is the number of particles in the \( n \)th generation that are alive at time \( t \). We also denote by \( N^n_{s,t} \) the number of such particles that were created at time \( s \leq t \).

For any \( X_0 = (x, v) \) with \( v > -ax \), we write \( \mathbb{E}x_{\varepsilon} \) for expectations of observables for the process generated by starting Algorithm 2 with underlying dynamic (6.1), started with one single initial particle in generation 0 at location \( x \) with tag \( v \). Finally, for \( x \in \mathbb{R} \), we write \( \mathbb{E}_x \) for the same expectation, but where the initial particle has tag \( v = +\infty \), meaning that it is “immortal”. We then have the following result:

**Proposition 6.2** Consider the situation of Theorem 6.1. For every \( p \geq 0 \), there exist \( C_p > 0 \) and \( \varepsilon_0 > 0 \) such that, under the rules of Algorithm 2, the number \( N_t = \mu^n(M) \) of particles alive at time \( t \) satisfies \( \mathbb{E}x_{\varepsilon}[N_t]^p \leq 2 \exp(C_p t) \), uniformly over all \( \varepsilon \leq \varepsilon_0 \) and \( x \in \mathbb{R} \). Furthermore, there exists \( \varrho > 0 \) such that

\[
\mathbb{E}_x N_t^n \leq (n + 1)^{1/\varrho}2^{-n},
\]

(6.3)

uniformly over all \( \varepsilon \leq \varepsilon_0, n > 0 \), and \( t > 0 \).

Finally, denoting by \( R_t^n \) the number of offspring alive at time \( t \) that have never been at distance more than \( \gamma \) from \( \partial M \), we have the bound

\[
\mathbb{E}_x R_t^n \leq C\gamma,
\]

uniformly over \( t \in [0, 1], \gamma \in (0, 1], \) and \( \varepsilon \leq \varepsilon_0 \wedge \gamma^2 \).

The proof will make use of the following elementary fact where, for \( \lambda = n + p \) with \( n \in \mathbb{N} \) and \( p \in (0, 1] \), we denote by \( I(\lambda) \) the law of a random variable \( Y \) such that \( Y = n \) with probability \( 1 - p \) and \( Y = n + 1 \) with probability \( p \). (This is so that \( \mathbb{E}Y = \lambda \).)

**Lemma 6.3** Let \( Y \) be a random variable with law \( I(\lambda) \). Then, for any \( q \geq 1 \) and any \( \lambda > 0 \), one has the bound \( \mathbb{E}Y^q \leq \lambda + (2\lambda)^q \).
**Proof.** By inspection, one has

$$EY^q = p(n + 1)^q + (1 - p)n^q.$$ 

In the case \( n = 0 \), one then has \( EY^q = \lambda \), so the statement is true. For \( n \geq 1 \), one uses the fact that both \( n + 1 \) and \( n \) are bounded by \( 2\lambda \), and the claim follows at once. \( \square \)

**Proof of Proposition 6.2.** We restrict ourselves to times that are integer multiples of \( \varepsilon \). Furthermore, from now on, we fix an initial condition \( x \), so that we just write \( E \) instead of \( E_x \). We also denote by \( F_n \) the \( \sigma \)-algebra containing all information pertaining to particles in generations up to (and including) \( n \). With this notation at hand, we obtain for \( N_{n,t} \) the bound

$$E(N_{n,t})^p \lesssim E \sum_{q=1}^p \left( \mathbb{K}_q(N_{n}^n \mid \mathcal{F}^{n-1}) \right)^{p/q}$$

$$= E \sum_{q=1}^p \left( \sum_{\varepsilon \ell \leq t} \mathbb{K}_q(N_{\varepsilon \ell,t}^n \mid \mathcal{F}^{n-1}) \right)^{p/q}$$

$$\lesssim \sum_{q=1}^p E \left( \sum_{\varepsilon \ell \leq t} E(\mid N_{\varepsilon \ell,t}^n \mid \mathcal{F}^{n-1}) \right)^{p/q}, \quad (6.4)$$

where we used (6.2) in the first step and the independence of the offspring in the second step. In the above expression, \( \ell \) takes only integer values. Note now that

$$\sum_{\varepsilon \ell \leq t} \varepsilon \sqrt{t + \varepsilon - \varepsilon \ell} \leq C,$$ \quad (6.5)

uniformly over all \( t \geq \varepsilon \). As a consequence, for any positive sequence \( a_n \) and any power \( r \geq 1 \), one has the bound

$$\left( \sum_{\varepsilon \ell \leq t} a_\ell \right)^r = \left( \sum_{\varepsilon \ell \leq t} \varepsilon \sqrt{t + \varepsilon - \varepsilon \ell} \hat{a}_\ell \right)^r \lesssim \sum_{\varepsilon \ell \leq t} \varepsilon \sqrt{t + \varepsilon - \varepsilon \ell} \hat{a}_\ell^r$$

$$= \sum_{\varepsilon \ell \leq t} \varepsilon \frac{1}{r-1} \left( t + \varepsilon - \varepsilon \ell \right) \frac{r}{r-1} a_\ell^r,$$

where we have set \( \hat{a}_\ell = \varepsilon^{-1} \sqrt{t + \varepsilon - \varepsilon \ell} \) \( a_\ell \) in the intermediate steps. Applying this inequality to (6.4), we obtain

$$E(N_{n,t}^n)^p \lesssim \sum_{q=1}^p \sum_{\varepsilon \ell \leq t} \frac{\varepsilon \frac{1}{r-1}}{r} \left( t + \varepsilon - \varepsilon \ell \right) \frac{r}{r-1} E \left( \mid N_{\varepsilon \ell,t}^n \mid \mathcal{F}^{n-1} \right)^{p/q}. \quad (6.6)$$

Denote now by \( M_{n,j} \) the number of particles in the \( n \)th generation created at time \( s \) by the \( j \)th particle from the \( n - 1 \)st generation. We write \( \mathcal{F}_s \) for the \( \sigma \)-algebra generated by this additional data. Each of these particles yields a contribution to \( N_{n,t}^n \) of either 1 or 0, depending whether it survives or not. Furthermore, these contributions, which we will denote by \( S_{n,j,i}^n \), are all independent and, for the same value of \( j \), they are also identically distributed. By definition, we thus have the identity

$$N_{\varepsilon \ell,t}^n = N_{\varepsilon \ell-1,t}^{n-1} M_{\varepsilon \ell}^n,$$
We now twice make use of the inequality
\[
\left( \sum_{j=1}^{m} a_j \right)^q \leq m^{q-1} \sum_{j=1}^{m} a_j^q ,
\] (6.7)
which is valid for any \( q \geq 1, m \geq 0 \) and sequence of positive numbers \( a_j \). This yields the bound
\[
(N_{\ell,t}^n)^q \leq (N_{(\ell-1)e}^{n-1})^{q-1} \sum_{j=1}^{N_{(\ell-1)e}^{n-1}} (M_{\ell,\ell,j}^{n,j})^{q-1} \sum_{i=1}^{M_{\ell,\ell,j}^{n,j}} s_{\ell,t}^{n,j,i} .
\] (6.8)

Note that since \( s_{\ell,t}^{n,j,i} \) can only take the values 0 or 1, raising it to the power \( q \) makes no difference. By the "gambler’s ruin theorem" [LL10, Thm 5.1.7], we have the bound
\[
\text{E}(s_{\ell,t}^{n,j,i} | \mathscr{F}^{n-1} \vee G_{\ell t}) \leq C \sqrt{\varepsilon} \frac{\xi^1 + 1}{\sqrt{t + \varepsilon - \ell t}} ,
\] (6.9)
where \( \sqrt{\xi^1} \) denotes the step performed by the \( j \)th particle of the \((n-1)st\) generation between times \( \varepsilon (\ell - 1) \) and \( \varepsilon \ell \). Regarding the number of offspring \( M_{\ell,\ell,j}^{n,j} \), it follows from the definition of the algorithm that its distribution is given by \( \mathcal{Z}(\exp(a_{\sqrt{\xi^1}}(\ell - 1))) \) - 1, where \( \xi^1 \) denotes the positive part of \( \xi^1 \). Combining this with (6.8), Lemma 6.3, and (6.9), we thus obtain the bound
\[
\text{E}(|N_{\ell,t}^n|^q | \mathscr{F}^{n-1}) \lesssim |N_{(\ell-1)e}^{n-1}|^{q-1} \sum_{j=1}^{N_{(\ell-1)e}^{n-1}} \sqrt{\varepsilon} \frac{(e^{a_{\sqrt{\xi^1}}(\ell - 1)} + (e^{a_{\sqrt{\xi^1}}(\ell - 1)})^q }{(t + \varepsilon - \ell t)} (\xi^1 + 1)^2 .
\]

In order to simplify this expression, we use the fact that, for \( x \geq 0 \), there exists a constant \( C \) depending on \( q \) such that
\[
(e^x - 1) \leq Cxe^x , \quad (e^x - 1)^q \leq Cxe^{qx} ,
\]
for every \( q \geq 1 \). This yields
\[
\text{E}(|N_{\ell,t}^n|^q | \mathscr{F}^{n-1}) \lesssim |N_{(\ell-1)e}^{n-1}|^{q-1} \sum_{j=1}^{N_{(\ell-1)e}^{n-1}} \varepsilon \frac{1_{\xi^1 > 0} e^{a_{\sqrt{\xi^1}}} }{(t + \varepsilon - \ell t)} (\xi^1 + 1)^2 .
\]
Using (6.7) once again, we get the bound
\[
\left( \text{E}(|N_{\ell,t}^n|^q | \mathscr{F}^{n-1}) \right)^{\frac{1}{q}} \lesssim |N_{(\ell-1)e}^{n-1}|^{p-1} \sum_{j=1}^{N_{(\ell-1)e}^{n-1}} \varepsilon \frac{1_{\xi^1 > 0} e^{a_{\sqrt{\xi^1}}} }{(t + \varepsilon - \ell t)^{\frac{1}{q}}} (\xi^1 + 1)^{\frac{2p}{p}} .
\]

At this stage, we note that, conditional on the state of the system at time \( \varepsilon (\ell - 1) \) the steps \( \xi^1 \) are all independent and identically distributed with law \( \nu \). Setting
\[
P_\varepsilon = \int_0^{\infty} e^{a_{\sqrt{z}}(z + 1)} \frac{2p}{p} \nu(dz) ,
\]
it follows that
\[
\text{E}(\text{E}(|N_{\ell,t}^n|^q | \mathscr{F}^{n-1})) \frac{\varepsilon^\frac{p}{q} P_\varepsilon}{(t + \varepsilon - \ell t)^{\frac{1}{q}}} \text{E}(|N_{(\ell-1)e}^{n-1}|^p) .
\]
Inserting this into (6.6) yields for \( t \leq 1 \) the bound
\[
E(N_1^a)^{p} \lesssim P_{z} \sum_{\varepsilon t \leq t} \frac{\varepsilon}{\sqrt{t + \varepsilon - \varepsilon t}} E[N_{(t-1)}^{a}]^p .
\]

On the other hand, since we assumed that the initial particle is immortal, \( N_1^{a-1} \) is stochastically increasing as a function of \( s \), so that we obtain from (6.5) the bound
\[
E(N_1^a)^{p} \lesssim P_{z} \sqrt{t} E(N_1^{a-1})^p .
\]

Since, by the exponential integrability assumption on \( \nu \), there exists \( C > 0 \) such that, for \( \varepsilon \) small enough, \( P_{z} \leq C \) and since \( N_0^{0} = 1 \), we conclude that there exists some \( \lambda_p \) such that, for all \( n \geq 1 \), one has the bound
\[
E(N_1^a)^{p} \lesssim (\lambda_p t)^{n/2} .
\]

It follows that there exists \( t_\varepsilon > 0 \) (depending on \( p \)) such that \( E(N_{t_\varepsilon})^p \leq 2 \) (say), for every \( t \leq t_\varepsilon \). To show that \( E(N_t)^p < \infty \) for every \( t \), we use again (6.7), combined with the Markov property of the process to conclude that \( E(N_{t+t_\varepsilon})^p \leq 2E(N_t)^p \), from which the first claim follows.

To get (6.3), observe that if we choose \( \rho \) small enough so that \( \lambda_1 \rho \leq 1/4 \), the bound with \( t \leq \rho \) follows from (6.10). Denote now by \( F_t \) the filtration generated by all events up to time \( t \). For \( t \) and \( \rho \) that are multiples of \( \varepsilon \) it follows from the Markov property that
\[
E(N_t^a | F_{t-\rho}) \leq \sum_{\ell=0}^{n} N_{t-\rho}^a E N_{\rho}^{n-\ell}
\]

where the expectation on the right is taken with respect to an initial condition with one single immortal particle. The claimed bound for arbitrary \( t > 0 \) therefore follows by induction.

It remains to obtain the bound on \( R_1^\gamma \). Denote by \( R_{s,t}^\gamma \) the number of offspring contributing to \( R_1^\gamma \) that are created at time \( s < t \), so that \( R_1^\gamma = \sum_{s \leq t} R_{s,t}^\gamma \). Denote now by \( Q_{s,t}^\gamma \) the probability that, after time \( t \), the random walk (6.1) with initial condition \( \sqrt{\varepsilon}z \) has never exited the interval \([0, \delta]\). It then follows that
\[
E(R_{s,t}^\gamma | F_{s,t}) = a \sqrt{\varepsilon} N_{s,t} \int_0^\infty \int_0^z e^{a \sqrt{\varepsilon} u} Q_{0,t-k\varepsilon}^\gamma dy \nu(du).
\]

This is because, by Step 3 of Algorithm 2, the expected number of offspring created by a particle performing an upward step of size \( \sqrt{\varepsilon}z \) is given by \( e^{a \sqrt{\varepsilon} z} \) while, if we denote by \( \gamma y \) the distance between the starting point of the offspring and the “wall” below which it is killed, the law of \( y \) is given by \( e^{-1} \int_0^\gamma e^{a \sqrt{\varepsilon} y} dy \) where \( c \) is a normalizing constant. Since \( c = (e^{a \sqrt{\varepsilon} z} - 1) / \sqrt{\varepsilon} \), (6.11) follows.

Using again the gambler’s ruin theorem, combined with the Markov property of the random walk, we obtain for \( Q_{s,t}^\gamma \) the bound
\[
Q_{s,t}^\gamma \leq C \frac{(z + 1)\sqrt{\varepsilon}}{\sqrt{t + \varepsilon}} Q_{1/2}^\gamma,
\]
where \( Q_{1/2}^\gamma \) is the probability that the random walk (6.1), starting at the origin, stays within \([\gamma, \gamma]\) up to time \( t \). Using the scaling properties of Brownian motion, combined with [Fra73], we conclude that one has the bound
\[
Q_{s,t}^\gamma \leq 1 \wedge C \delta^{2q} t^{-q}.
\]
for every $q > 0$, so that

$$Q^\gamma_{z,t} \lesssim \frac{(z+1)\sqrt{t}}{\sqrt{I+\varepsilon}} \left(1 \wedge \frac{\delta^2q}{t^q}\right).$$

Inserting this bound into (6.11), using the previously obtained bounds on $N_{k\varepsilon}$, and summing over all $k$, the claim follows at once.

**Remark 6.4** It follows from Theorem 4.1 that, in the particular case when the initial tag $v$ is distributed according to the logarithm of a uniformly distributed random variable, one has the identity $EN_t = Ee^{ay_t}$, where $y_t$ is the rescaled random walk with steps $\nu$. The (at least one-sided) exponential integrability assumption on $\nu$ is therefore a necessary assumption in order to obtain any kind of moment bounds on $N_t$.

**Remark 6.5** Even if we assume that $\nu$ has Gaussian tails and despite the result previously obtained in Theorem 5.13, it is not true in general that $N_t$ has uniform exponential moments as $\varepsilon \to 0$. This is because even for the first step, the probability that the original particle performs a step of order $\varepsilon^{-p}$ is of order $\exp(-\varepsilon^{-2p-1})$. If this were to happen, the number of offspring created in this way would be of order $\exp(\varepsilon^{-p})$, which immediately shows that exponential moments blow up as $\varepsilon \to 0$.

### 6.1.3 Compactness at any fixed time

We now show that, for any fixed time $t \in [0,1]$, we can find a compact set $K_\delta$ such that the process $\mu_{\varepsilon}^t$ belongs to $K_\delta$ with high probability, uniformly over $\varepsilon$. Our first ingredient for this is the following moment bound:

**Proposition 6.6** Consider the setting of Theorem 6.1. Then, there exist constants $C$ and $\varepsilon_0$ such that, for every $t \in [0,1]$ and every $\varepsilon \leq \varepsilon_0$, the bound

$$E_{X_0} \left( \int_M |x-x_0|^{2p} \mu_{\varepsilon}^t(dx,dv,dk) \right) \leq Ct^p , \tag{6.12}$$

holds uniformly over all initial conditions $X_0 = (x_0,v_0,0) \in M$.

**Proof.** We restrict ourselves to the case when $t$ is an integer multiple of $\varepsilon$, since the bound on the remaining times easily follows from our interpolation procedure. Furthermore, we can restrict ourselves to the case when the initial particle is immortal, which formally corresponds to setting $\nu = +\infty$. By translation invariance, we also restrict ourselves to the case where the initial particle is located at the origin, and we denote the corresponding expectation by $E_0$.

It follows from Theorem 4.1 that if we choose $v = \frac{1}{\alpha} \log u$, where $u$ is drawn uniformly from $[0,1]$ and denote by $\tilde{\mu}_{\varepsilon}^t$ the corresponding process, then one has the identity

$$E_0 \left( \int_M x^{2p} \tilde{\mu}_{\varepsilon}^t(dx,dv,dk) \right) = E_0 \left( e^{a\log(y_t)} 2p \right),$$

where $y_t$ is the simple random walk (6.1) started at the origin. It follows immediately from the exponential integrability of $\nu$ that this quantity is bounded by $Ct^p$ for $t \leq 1$ and for $\varepsilon$ small enough.

On the other hand, one can realise the process $\mu_{\varepsilon}^t$, which starts with an immortal initial particle, in the following way:
1. Consider the process $\tilde{\mu}_t^\epsilon$, where the $\nu$-component is as above.

2. When the initial (generation 0) particle is killed, replace it instantly by an immortal particle starting at the current location.

Let $x_t^0$ denote the trajectory of the initial particle and let $s$ be the time at which the initial particle is killed and replaced. Let $P_t = P(s \leq t)$. By the construction just outlined, we have the recursion relation

$$F_{t, 0} = E_t + P_t E(F_{t-s, x_s^0} | s \leq t),$$

where we set

$$F_{t, x} = E_0 \left( \int_M (x + x_s^0)^{2p} \mu_t^\epsilon(dx, dv, dk) \right),$$

$$E_t = E_0 \left( \int_M x^{2p} \tilde{\mu}_t^\epsilon(dx, dv, dk) \right).$$

(Remember that the difference between $E_t$ and $F_{t, 0}$ is that in order to compute $F$, we start with an immortal particle.) Setting $F_t = F_{t, 0}$, using the fact that, for every $\delta > 0$ one can find $C_\delta$ such that $(x + x_s^0)^{2p} \leq C_\delta (x_s^0)^{2p} + (1 + \delta) x^{2p}$, and recalling that $E_t \leq Ct^p$, we deduce that

$$F_t \leq Ct^p + C_\delta P_t E((x_s^0)^{2p} E_{x_s^0}(N_{t-s}) | s \leq t) + (1 + \delta) P_t E(F_{t-s} | s \leq t),$$

where $N_t$ is the number of particles alive at time $t$ for the system started with an immortal particle. Note now that, for $t \leq 1$, we know from Proposition 6.2 that the expected number of particles alive at any given time is bounded by some constant uniform in $\epsilon$.

Since this bound is also uniform in the initial condition, we have

$$P_t E((x_s^0)^{2p} 1_{s \leq t}) \lesssim P_t E((x_s^0)^{2p} | s \leq t) = E((x_s^0)^{2p} 1_{s \leq t}).$$

Defining $\bar{s} = s \wedge t$, we then obtain the trivial bound

$$E((x_s^0)^{2p} 1_{s \leq t}) \leq E_0 |y_s|^{2p} \leq E_0 |y_t|^{2p} \lesssim t^p,$$

where we made use of the fact that $|y_t|^{2p}$ is a submartingale to obtain the second inequality.

Setting now $\bar{F}_t = \sup_{s \leq t} F_s$, we can combine all of these bounds to get the inequality

$$\bar{F}_t \leq C_\delta t^p + (1 + \delta) P_1 \bar{F}_t.$$

Since one can check (for example by again using the fact that the random walk approximates a Brownian motion for small $\epsilon$) that $\sup_{s \leq t} \sup_{t \leq 1} P_t = \sup_{t \leq 1} P_t < 1$, the claim follows at once by choosing $\delta$ sufficiently small.

This result can now be used to deduce the announced uniform tightness result over fixed times:

**Proposition 6.7** Consider the setting of Theorem 6.1. Then, for every $\delta > 0$ there exists a compact set $K_\delta \subset \mathcal{X}$ such that $P_{X_0}(\mu_t^\epsilon \in K_\delta) > 1 - \delta$, uniformly over $t \in [0, 1]$, $\epsilon \leq \epsilon_0$ and $X_0 \in \mathcal{M}^0$. 


Proof. For any $n \in \mathbb{Z}_+$ and $R \in \mathbb{R}_+$, denote
\[
\mathcal{M}^{(n)} = \{(x, v, \ell) \in \mathcal{M} : \ell \leq n\}, \quad B_R = \{(x, v, \ell) \in \mathcal{M} : |x| \vee |v| \leq R\}.
\]
For any such $n$ and $R$ and for $m \in \mathbb{Z}_+$, we then denote by $K_{n,m,R} \subset \mathcal{X}$ the set of all integer-valued measures $\eta$ on $\mathcal{M}$ such that $\eta(\mathcal{M} \setminus \mathcal{M}^{(n)}) = 0$, $\eta(\mathcal{M}) \leq m$, and $\eta(\mathcal{M} \setminus B_R) = 0$. Since these sets are obviously compact, it suffices to find, for every $\delta > 0$, sufficiently large values $n, R$ and $m$ so that $\mathbb{P}_{X_0}(\mu_t^\varepsilon \in K_{n,m,R}) > 1 - \delta$ uniformly over all $\varepsilon \leq \varepsilon_0$ and $t \in [0, 1]$.

Note that $K_{n,m,R} \subset K_{n}^1 \cap K_{m}^2 \cap K_{R}^3 \cap K_{R}^4$ where, for $K_{n}^1$ and $K_{m}^2$, we only enforce the conditions involving $n$ and $m$ respectively. The set $K_{R}^3$ consists of configurations such that the $x$-coordinate of every particle is less than $R$ in absolute value, while $K_{R}^4$ enforces that the $v$-coordinate be less than $R$.

It follows immediately from (6.3) that there exists $\gamma > 0$ and a constant $C$ (depending in principle on the time we consider, but it can be chosen uniformly over $t \in [0, 1]$), such that
\[
\mathbb{P}_{X_0}(\mu_t^\varepsilon \notin K_{n}^1) \leq Ce^{-\gamma n},
\]
for every $n \geq 0$. Similarly, it follows from the moment bounds on $N_\ell$ obtained in Proposition 6.2 that, for every $p > 0$, there exists $C$ such that
\[
\mathbb{P}_{X_0}(\mu_t^\varepsilon \notin K_{m}^2) \leq \frac{C}{m^p}.
\]
In order to get a bound on the $x$-coordinate of the particles, we combine Proposition 6.6 with Chebyshev’s inequality, so that
\[
\mathbb{P}_{X_0}(\mu_t^\varepsilon \notin K_{R}^3) \leq \frac{C}{R^2}.
\]
It remains to obtain a bound on the probability of not being in $K_{R}^4$. For this, we use the fact that on the one hand, the label of a particle always satisfies $v > -ax$. On the other hand, any descendant of the initial particle will always satisfy $v \leq -a \sup_{t \leq 1} x_t^0$, where here we denote by $x_t^0$ the position of the original particle at time $t$. Since this particle was assumed to start at the origin, we obtain $v^2 \leq a^2 x^2 + a^2 \sup_{t \leq 1} (x_t^0)^2$, so that we obtain the bound
\[
\mathbb{P}_{X_0}(\mu_t^\varepsilon \notin K_{R}^4) \leq \frac{C}{R^2},
\]
just as above. Combining all of these bounds, the claim follows by choosing $n, R$ and $m$ large enough. \hfill \Box

6.1.4 Kolmogorov criterion

The aim of this section is to obtain the following bound on the time regularity of our process:

Proposition 6.8 For every $p \leq 1$ and $q \geq 1$, there exists a constant $C$ such that
\[
\mathbb{E}_{X_0}\|\mu_t^\varepsilon - \delta_{X_0}\|_p^q \leq C\delta^{pq/2}, \quad (6.13)
\]
where $X_0 \in \mathcal{M}^0$ is an initial condition with only one particle in the system, and $\delta < 1$ is an integer multiple of $\varepsilon$. 
Remark 6.9 As usual, the precise location of the particle is irrelevant by translation invariance, so the above bound is uniform over all choices of $X_0$.

Before we proceed to the proof of Proposition 6.8, we observe that the bound (6.13) implies that Kolmogorov’s criterion holds for the process over a fixed interval of time:

Corollary 6.10 For every $p \leq 1$ and $q \geq 1$, one has the bound
\[
E_{X_0} \| \mu_{t\pm \delta} - \mu_{t}\|_p^q \leq C \delta^{pq/2},
\] (6.14)
uniformly over all $\delta, t, \varepsilon \in [0, 1]$.

Proof. Note first that we can restrict ourselves to the case when $t$ and $\delta$ are integer multiples of $\varepsilon$. Indeed, it follows from the definition of $\| \cdot \|_p$ and from (5.37) that, if $k\varepsilon \leq t < (k+1)\varepsilon$, then
\[
\| \mu_{s} - \mu_{t}\| \leq \varepsilon^{-p}|t - s| \| \mu_{k\varepsilon} - \mu_{(k+1)\varepsilon}\|.
\]
We then obtain from Proposition 6.8 the bound
\[
E_{X_0} \| \mu_{t\pm \delta} - \mu_{t}\|_p^q = E_{X_0} \left( E_{X_0} (\| \mu_{t\pm \delta} - \mu_{t}\|_p^q | \mathcal{F}_t) \right)
\leq E_{X_0} \left( |N_{t}|^{q-1} \sum_{j=1}^{N_t} E_{X_j(t)} (\| \mu_{\delta} - \delta_{X_j(t)}\|_p^q) \right)
\leq C \delta^{pq/2} E_{X_0} (|N_{t}|^q) \leq C \delta^{pq/2},
\]
where we made use of the Markov property, (6.7), and (6.14).

Proof of Proposition 6.8. Denote by $X_t$ the location at time $t$ of a single particle starting at $X_0 = (x_0, v_0, 0)$ and evolving under the rescaled random walk stopped when it reaches the boundary of $M$. Denote by $x_t$ the position in $\mathbb{R}$ corresponding to $X_t$. From the properties of the random walk and the definition of $\| \cdot \|_p$, for every $q > 1$ there exists a constant $C$ such that the bound
\[
E_{X_0} \| \delta_{X_t} - \delta_{X_0}\|_p^q \leq C \delta^{pq/2},
\]
holds, independently of the initial condition and independently of $\varepsilon \leq 1$.

Let us now bound the contribution from the descendants of the initial particle. Ordering the particles alive at time $t$ in such a way that the original particle has label 1 (if it is not alive anymore, we consider it as being located on the boundary, where it was stopped), we have the bound
\[
\| \delta_{X_t} - \mu_{t}\|_p \leq \sum_{j=2}^{N_t} d_p(X^{(j)}_t, \partial M),
\]
so that
\[
E_{X_0} \| \delta_{X_t} - \mu_{t}\|_p^q \leq E_{X_0} \left( \sum_{j=2}^{N_t} d_p(X^{(j)}_t, \partial M) \right)^q
\leq \left( \left( E_{X_0} (N_{t} - 1)^{2q-1} \right) \left( E_{X_0} \sum_{j=2}^{N_t} d_p^2(X^{(j)}_t, \partial M) \right) \right)^{1/2}
\]
where the second inequality follows from Proposition 6.2. Recall now that if \( X^{(j)} = (x, v, n) \), then one has \( d_p(X^{(j)}, \partial M) = |x - v/a|^p \), where \( v/a \) is guaranteed to take values between \( \inf_{s \leq \delta} x_s \) and \( x \). As a consequence, we have the bound

\[
|x - v/a|^p \leq |x - \inf_{s \leq \delta} x_s|^p \leq |x - x_0|^p + \sup_{s \leq \delta} |x_s - x_0|^p,
\]

so that

\[
E_{X_0} \sum_{j = 2}^{N_\delta} d_p^2(X^{(j)}_\delta, \partial M) \leq E_{X_0} \left( N_\delta \sup_{s \leq \delta} |x_s - x_0|^{2pq} \right)
\]

\[+ E_{X_0} \int |x - x_0|^{2pq} \mu_\delta(dx, dv, dk) \lesssim \delta^{pq},
\]

where the last bound is a consequence of Propositions 6.2 and 6.6, as well as standard bounds on the supremum of a random walk. The claim now follows at once. \( \square \)

6.2 Convergence of fixed-time distributions

In this section, we show that any limiting process obtained from the tightness result of the previous section necessarily coincides with the Brownian fan constructed in Section 5.3.2. With the notations of that section at hand, our convergence result can be formulated as follows.

**Theorem 6.11** Consider the setting of Theorem 6.1 with an initial condition \( X_0 = (x, v, 0) \in M \), and consider \( \mu_t \) as above with the “initial condition” for \( \mu^{[\infty]} \) given by a Brownian motion starting at \( x \), killed when it reaches the level \( -v/a \).

Then, for every \( p \in (0, 1) \), there exists a version of the process \( \{\mu_t\}_{t \geq 0} \) which is a continuous Markov process with values in \( \mathcal{P}(M) \). Furthermore, denoting the law of its restriction to the time interval \([0, 1]\) by \( \mathcal{L} \), the sequence of measures \( \mathcal{L}^\varepsilon \) converges weakly to \( \mathcal{L} \) in \( C([0, 1], \mathcal{P}(M)) \).

**Proof.** It suffices to show that, for any fixed collection of times \( \{t_1, \ldots, t_k\} \), the law of \( \{\mu_{t_i}\}_{i \leq k} \) converges weakly to that of \( \{\mu_{t_i}\}_{i \leq k} \). Indeed, Corollary 6.10 then implies that the process \( \mu_t \) satisfies Kolmogorov’s continuity criterion and therefore has a continuous version. By Theorem 6.1, we deduce weak convergence in \( C([0, 1], \mathcal{P}(M)) \) from the convergence of marginals. Using the Markov property, the superposition property of the process, and Proposition 6.2, we reduce ourselves to the case \( k = 1 \) with an initial condition consisting of one single particle.

Denote now by \( \mu^{[\infty]} \) the random integer-valued measure on \( \mathcal{E} \) obtained by running Algorithm 2 until time 1. Observe that \( \mu^{[\infty]} \) can be built in the following way. For an excursion \( \varepsilon \in \mathcal{E} \), we build a random measure \( \mathcal{L}(\varepsilon) \) by the following procedure. For every \( k \in \mathbb{N} \) with \( \varepsilon k > a(\varepsilon) \) and \( \varepsilon(k + 1) < a(\varepsilon) \) and \( 1 \) we set

\[
\Delta w_k = \varepsilon(k+1)a - \varepsilon ka.
\]

If \( \Delta w_k > 0 \), we then draw a random variable \( N_k^1 \) with law \( \mathcal{I}(\exp(a\Delta w_k) - 1) \) (see (2.9) and Lemma 6.3). For \( j = 1, \ldots, N_k^1 \), we build i.i.d. excursions \( \varepsilon^{N_k^1} \in \mathcal{E} \) by the
following procedure. First, draw a uniform random variable \( u \sim U(\exp(-a\Delta w_{k}), 1) \) and set \( v = \log u - aw_{k} \). Then, denote by \( \{ y_{k,j}^{\ell} \}_{\ell=0}^{L} \) an instance of the random walk (6.1), started at \( w_{k+1} \), and stopped just before it becomes smaller than \(-v/a\) (so that \( y_{L}^{k,j} > -v/a \)). The excursion \( w^{k,j} \) is then given by \( s(w^{k,j}) = k\varepsilon, t(w^{k,j}) = (L + k + 2)\varepsilon, w^{k,j}_{\ell+k+1} = y_{\ell+1}^{k,j} \) for \( \ell \in \{ 0, \ldots, L \} \), \( w^{k,j}(\ell\varepsilon) = -v/a \) for the remaining integer values of \( \ell \), and linear interpolation in between integer values. We then set

\[
\mathcal{Q}(w) = \sum_{k=1}^{\infty} \sum_{j=1}^{n} \delta_{w^{k,j}},
\]

which is the point measure describing the children of the particle with trajectory \( w \).

Similarly to before, we build \( \mu^{\varepsilon,[\infty]} \) recursively by the following procedure:

- Build an excursion \( w^{0} \in \mathcal{E} \) as above, starting at \( x \) and stopped at \(-v/a\), where \((x,v,0) \in \mathcal{M}\) is the initial condition appearing in the statement. Set \( \mu^{\varepsilon,0} = \delta_{w^{0}} \).

- Given \( \mu^{\varepsilon,\ell} \), define \( \mu^{\varepsilon,\ell+1} \) by

\[
\mu^{\varepsilon,\ell+1} = \int_{\mathcal{E}} \mathcal{Q}(w) \mu^{\varepsilon,\ell}(dw),
\]

where the \( \{ \mathcal{Q}(w) \}_{w \in \mathcal{E}} \) are all independent (and independent of the \( \mu^{\varepsilon,\ell'} \) with \( \ell' \leq \ell \)). Note that the integral is actually a finite sum, so the construction makes sense.

- Set \( \mu^{\varepsilon,\ell} = \sum_{\ell'=0}^{\ell} \mu^{\varepsilon,\ell'} \) for positive \( \ell \) (including the case \( \ell = \infty \)).

If we set

\[
\mu^{\varepsilon}_{\gamma} = E_{t}^{*} \mu^{\varepsilon,[\infty]},
\]

where \( E_{t} \) is defined as in Section 5.3.2, then the process \( \mu^{\varepsilon}_{\gamma} \) is indeed equal in law to the process considered in Section 6.1\(^{1}\).

Denote now by \( \mathcal{E}_{\gamma} \) the set of excursions of height at least \( \gamma \), namely

\[
\mathcal{E}_{\gamma} = \{ w \in \mathcal{E} : \exists t \in \{w\} \text{ with } w_{t} \geq w(s(w)) + \gamma \}.\]

We also write \( \mu^{\varepsilon,\lfloor n \rfloor}_{\gamma} \) for the measure obtained exactly like \( \mu^{\varepsilon,\lfloor n \rfloor} \), but where we replace \( \mathcal{Q}(w) \) by its restriction \( \mathcal{Q}_{\gamma}(w) \) to the set \( \mathcal{E}_{\gamma} \) at every step, so that \( \mu^{\varepsilon,\lfloor n \rfloor}_{\gamma} \leq \mu^{\varepsilon,[\infty]} \) almost surely. In words, \( \mathcal{Q}_{\gamma}(w) \) is obtained from \( \mathcal{Q}(w) \) by discarding all excursions of height less than \( \gamma \), as well as the descendants of any such excursions.

Combining Propositions 6.2 and 6.6, we see that, for \( \varepsilon_{0} \) small enough, there exist constants \( C \) and \( \alpha > 0 \) such that one has the bound

\[
\sup_{\varepsilon \leq \varepsilon_{0}} P(E_{t}^{*} \mu^{\varepsilon,[\infty]} \neq E_{t}^{*} \mu^{\varepsilon,\lfloor n \rfloor}_{\gamma}) \leq C(e^{-\alpha n} + \gamma^{\rho}), \tag{6.15}
\]

uniformly over \( \varepsilon \) and \( t \in [0,1] \).

Following an argument along the lines of the proof of Theorem 5.13, a similar bound can be shown to hold for \( P(E_{t}^{*} \mu^{\varepsilon,[\infty]} \neq E_{t}^{*} \mu^{\varepsilon,\lfloor n \rfloor}_{\gamma}) \), where \( \mu^{\varepsilon,\lfloor n \rfloor}_{\gamma} \) is the recursive Poisson process of depth \( n \) constructed like \( \mu^{\varepsilon,[\infty]} \), but with \( \mathcal{Q}(w, \cdot) \) replaced by its restriction

\(^{1}\)Strictly speaking, the two processes agree only at times that are multiples of \( \varepsilon \) since the two interpolation procedures we used may differ when the trajectories of two particles from the same generation cross each other. This is irrelevant.
We then claim that it is possible to find a coupling between

\[ E \]

where the constant \( C \) depends on \( n \) and \( \epsilon \), but not on \( \gamma \). Indeed, if we denote by \( U_\lambda \) a random variable with law \( \mathcal{L}(\lambda) \) and by \( \bar{U}_\lambda \) a Poisson random variable with mean \( \lambda \), then it is straightforward to check that there exists a constant \( C \) and a coupling between \( U_\lambda \) and \( \bar{U}_\lambda \) such that

\[ \mathbb{P}(\bar{U}_\lambda \neq U_\lambda) \leq C_{n,\gamma} \sqrt{\epsilon}, \]

where the constant \( C_{n,\gamma} \) depends on \( n \) and \( \gamma \), but not on \( \epsilon \). As a consequence, one can construct a coupling between \( \mathcal{L}_n(\omega) \) and \( \mathcal{L}_n(\omega') \) such that

\[ \mathbb{P}(\mathcal{L}_n(\omega) \neq \mathcal{L}_n(\omega')) \leq C_{n,\gamma} \sqrt{\epsilon}, \]

(6.16)

Furthermore, by Proposition 5.1, the probability that the random walk started at \( x \) reaches \( \gamma \) before becoming negative is bounded from above by \( C_{\gamma}(x + \sqrt{\epsilon}) \) for some constant \( C_{\gamma} \) depending on \( \gamma \). As a consequence, one can construct a coupling between \( \mathcal{L}_n(\omega) \) and \( \mathcal{L}_n(\omega') \) such that

\[ \mathbb{P}(\mathcal{L}_n(\omega) \neq \mathcal{L}_n(\omega')) \leq C_{\gamma} \sum_{k \in [0,1]} |\Delta w_k|^2 (|\Delta w_k| + \sqrt{\epsilon}). \]

(6.17)

Similarly, regarding the total mass of \( \mathcal{L}_n(\omega) \), one has the bound

\[ \mathbb{E} \mathcal{L}_n(\omega, \mathcal{E}) = \mathbb{E} \mathcal{L}_n(\omega, \mathcal{E}) \leq C_{n,\gamma} \sqrt{\epsilon} \sum_{k \in [0,1]} |\Delta w_k|^2 e^{c|\Delta w_k|}, \]

(6.18)

for some constant \( c \). If \( w \) is an excursion created by the procedure above, the expected values of (6.18) and (6.19) are bounded by \( C_{n,\gamma} \sqrt{\epsilon} \) and \( C_{\gamma} \), respectively, for a possibly different constant depending on \( \gamma \). Proceeding as in Lemma 5.6, it follows that, if we set

\[ F_{\log}(z) = 1 + \frac{1}{\sqrt{\epsilon}} \sum_{k \in [0,1]} |\Delta w_k|^3 + \sum_{k \in [0,1]} |\Delta w_k|^2 e^{c|\Delta w_k|}, \]

we obtain the bound \( \mathbb{E} \int_{\mathcal{E}} F_{\log}(w) \mu_{\gamma}^{[n]}(dw) < C_{n,\gamma} \), uniformly over \( \epsilon \). (But this constant might potentially grow very fast as \( \gamma \to 0 \) and \( n \to \infty \)!) Combining this with (6.18), the bound (6.17) then follows at once.

As a consequence, it is sufficient to show, instead of (6.16), that

\[ \lim_{\epsilon \to 0} \mathcal{D}(\mu_{\gamma}^{[n]}) = \mathcal{D}(\mu_{\gamma}^{[n]}). \]

(6.20)

This is the content of Proposition 6.20 below, which completes the proof.
The remainder of this section is devoted to the proof of (6.20). The outline of the proof goes as follows. First, in Section 6.2.1, we show that the law of a single excursion of the random walk (6.1), conditioned on hitting a prescribed level \( \gamma \), converges as \( \varepsilon \to 0 \) to the Brownian excursion, conditioned to reach \( \gamma \). In Section 6.2.2 we then provide a general criterion for the convergence of recursive Poisson point processes. Finally, in Section 6.2.3 we combine these results in order to obtain (6.20).

### 6.2.1 Convergence of excursion measures

As before, we denote by \( y_t \) the rescaled random walk given by

\[
y_{(k+1)\varepsilon} = y_{k\varepsilon} + \varepsilon \xi_{k+1},
\]

where the \( \xi_k \) are an i.i.d. sequence of random variables with law \( \nu \). As before, we extend this to arbitrary times by linear interpolation. We also assume that \( \nu \) has some exponential moment as before. The aim of this section is to show that if we start \( y_t \) at some initial condition \( x \sim \sqrt{\varepsilon} \) and condition it on reaching a prescribed height \( \gamma \) before becoming negative, then its law converges to that of an unnormalised Brownian excursion, conditioned to reach height \( \gamma \) (call it \( w^\gamma \)). Throughout this whole section, we will only consider the process on a fixed time interval, which for definiteness we choose to be equal to \([0, 1]\).

A more precise description of the law \( Q_\gamma \) of \( w^\gamma \) is given by the identity

\[
Q_\gamma(\cdot) = \frac{\int_0^\infty \exp{-s^{3/2}g_s(s)} \mathbb{Q}_s(\cdot) ds}{\int_0^\infty \exp{-s^{3/2}g_s(s)} ds},
\]

where \( \mathbb{Q}_s \) denotes the law of a Brownian excursion of length \( s \), conditioned to reach level \( \gamma \), and

\[
g_s(s) = \mathbb{Q}_{s,0}(\{w : \sup_{t \leq s} w_t \geq \gamma\}) = \mathbb{Q}(\{w : \sup_{t \leq 1} w_t \geq \gamma/\sqrt{\varepsilon}\}),
\]

where \( \mathbb{Q} \) is the standard Itô excursion measure. Since \( g_s(s) \to 0 \) exponentially fast for small \( s \), this does indeed define a probability measure on \( C([0, 1], \mathbb{R}) \). We then turn this into a probability measure on \( C([0, 1], \mathbb{R}) \) by restriction.

We view \( C([0, 1], \mathbb{R}) \) as a subset of \( \mathcal{E} \) via the injection \( \iota : C([0, 1], \mathbb{R}) \to \mathcal{E} \) given by

\[
\sigma_{\iota(w)} = 0, \quad \epsilon_{\iota(w)} = 1 \land \inf \{t > 0 : w(t) = 0\},
\]

and by setting the path component of \( \iota w \) equal to \( w \), stopped when it reaches the time \( \epsilon_{\iota(w)} \). We endow \( \mathcal{E} \) as before with the distance \( d \) given in (5.24). Since we only deal with excursions starting at 0 and stopped before time 1, the distance \( d \) is equivalent on this set to the (pseudo-)distance \( \bar{d} \) given by

\[
\bar{d}(w, w') = 1 \land \left( |\epsilon(w) - \epsilon(w')| + \sup_{t \in [0, 1]} |w_t - w'_t|\right).
\]

Regarding the space \( C([0, 1], \mathbb{R}) \), we endow it throughout this section with the metric

\[
d(w, w') = 1 \land \sup_{t \in [0, 1]} |w_t - w'_t|.
\]

We furthermore denote by \( \| \cdot \|_d \) the Wasserstein-1 metric associated with any distance function \( d \), which is just the dual of the corresponding Lipschitz (semi-)norm. The main theorem of this section is given by the following:
Assume that the aim is to bound \( I \) uniformly over all \( \varepsilon \). Let \( \beta < 1 \) constant to the hand side in (6.21) is strictly smaller than \( \varrho \) holds for every \( \varepsilon \in (0, 1) \), all \( x \in [0, \varepsilon^{-1/3}] \), and all \( \gamma \in [e^{1/16}, 1] \).

Our main abstract ingredient in the proof is the following criterion for the convergence of conditional probabilities when the probability of the set on which the measures are conditioned converges to 0:

**Lemma 6.13** Let \( \mu \) and \( \pi \) be two probability measures on some Polish space \( Y \) with metric \( d \) and diameter 1 and let \( \mathcal{D}_\mu : Y \to [0, 1] \) and \( \mathcal{D}_\pi : Y \to [0, 1] \). For \( \varrho > 0 \), set

\[
A_\varrho = \{ x \in Y : \exists y \in Y \text{ with } \mathcal{D}_\pi(y) > \mathcal{D}_\pi(x) + d(x, y)/\varrho \},
\]

\[
\bar{A}_\varrho = \{ x \in Y : d(x, A_\varrho) \leq \varrho \}.
\]

Assume that \( \delta, \varepsilon_1 \) and \( \varepsilon_2 \) are such that

\[
\int_Y \mathcal{D}_\pi(x)\pi(dx) \geq \delta, \quad \| \mu - \pi \|_d \leq \varepsilon_1, \quad \sup_x |\mathcal{D}_\pi(x) - \mathcal{D}_\mu(x)| \leq \varepsilon_2,
\]

where \( \| \cdot \|_d \) denotes the Wasserstein-1 distance with respect to \( d \).

Define measures \( \tilde{\mu} \) and \( \tilde{\pi} \) by

\[
\tilde{\mu}(A) = c_\mu \int_A \mathcal{D}_\mu(x)\mu(dx), \quad \tilde{\pi}(A) = c_\pi \int_A \mathcal{D}_\pi(x)\pi(dx),
\]

where \( c_\mu \) and \( c_\pi \) are such that these are probability measures.

Then, the bound

\[
\| \tilde{\mu} - \tilde{\pi} \|_d \leq \frac{1}{\delta} \left( \frac{3\varepsilon_1}{\varrho} + \varepsilon_2 + 2\pi(\bar{A}_\varrho) \right),
\]

holds for every \( \varrho \leq 1 \). In particular, one has \( \int_Y \mathcal{D}_\mu(x)\mu(dx) > 0 \) whenever the right hand side in (6.21) is strictly smaller than 1, so that the bound is non-trivial.

**Proof.** Let \( f : Y \to \mathbb{R} \) be a test function such that \( \text{Lip}_d(f) \leq 1 \). Since the diameter of \( Y \) is assumed to be 1, we can assume without loss of generality (by possibly adding a constant to \( f \)) that \( \sup_x |f(x)| \leq \frac{1}{2} \). Since one has the identity

\[
\| \tilde{\mu} - \tilde{\pi} \|_d = \sup_{\text{Lip}_d(f) \leq 1} \left( c_\mu \int f(x)\mathcal{D}_\mu(x)\mu(dx) - c_\pi \int f(x)\mathcal{D}_\pi(x)\pi(dx) \right) = \sup_{\text{Lip}_d(f) \leq 1} \mathcal{I}_f,
\]

our aim is to bound \( \mathcal{I}_f \), uniformly over \( f \). Note first that, by the bound on \( f \),

\[
\mathcal{I}_f \leq \frac{c_\mu}{2} \left| \frac{1}{c_\pi} - \frac{1}{c_\mu} \right| + \frac{c_\pi}{2} \int |\mathcal{D}_\mu(x) - \mathcal{D}_\pi(x)|\mu(dx) + c_\pi \int f(x)\mathcal{D}_\pi(x)\mu(dx) - \int f(x)\mathcal{D}_\pi(x)\pi(dx).
\]
Note first that the first term is nothing but a particular instance of the last term with \( f = \frac{1}{2} \). Since the second term is furthermore trivially bounded by \( \varepsilon_2/(2\gamma) \), it suffices to bound the last term.

The problem in bounding this term arises of course from the fact that \( D_\pi \) is not Lipschitz continuous. For any \( \rho > 0 \), we can however “mollify” this function by setting

\[
D_\rho \pi(x) = \sup_{y \in Y} (D_\pi(y) - d(x, y)/\rho).
\]

It is then straightforward to check that \( \text{Lip}(D_\rho \pi) \leq \rho^{-1} \), that \( D_\pi(x) \leq D_\rho \pi(x) \leq \sup_y D_\pi(y) \), and that furthermore \( D_\rho \pi(x) = D_\pi(x) \) for all \( x \not\in A_\rho \). It then follows from the definition of \( \varepsilon_1 \) that

\[
\left| \int f(x) D_\rho \pi(x) \mu(dx) - \int f(x) D_\rho \pi(x) \pi(dx) \right| \leq \varepsilon_1 (1 + (2\rho)^{-1}).
\]

Furthermore,

\[
\left| \int f(x) D_\rho \pi(x) \pi(dx) - \int f(x) D_\pi(x) \pi(dx) \right| \leq \frac{\pi(A_\rho)}{2},
\]

and similarly for the term with \( \pi \) replaced by \( \mu \). In order to bound \( \mu(A_\rho) \), we set as above

\[
F^\rho(x) = \sup_{y \in Y} \left( 1_{A_\rho}(y) - \frac{d(x, y)}{\rho} \right),
\]

so that

\[
\mu(A_\rho) \leq \int F^\rho(x) \mu(dx) \leq \frac{\varepsilon_1}{\rho} + \int F^\rho(x) \pi(dx) \leq \frac{\varepsilon_1}{\rho} + \pi(A_\rho),
\]

where we used the fact that \( F^\rho \) vanishes outside of \( A_\rho \). Collecting all of these bounds, the claim follows. □

An alternative description of \( w^\gamma \) is given by the following. Let \( Y \) be a Bessel-3 process starting at the origin and let \( \tau_\gamma \) be its first hitting time of \( \gamma \), i.e. \( \tau_\gamma = \inf\{ t \geq 0 : Y_t \geq \gamma \} \). Let furthermore \( B \) be a Brownian motion independent of \( Y \), which is stopped when it reaches the level \( \gamma \). Then, one has the decomposition

\[
w^\gamma_t = \begin{cases} 
Y_t & \text{for } t \leq \tau_\gamma, \\
\gamma - B_{t-\tau_\gamma} & \text{for } t \geq \tau_\gamma.
\end{cases}
\] (6.22)

This is a consequence of the symmetry of the Brownian excursion under time reversal, combined with [RW94, Theorem 49.1] for example.

We can use the above decomposition to obtain the following bound:

**Lemma 6.14** For any \( \beta < \frac{1}{4} \), there exists a constant \( C \) such that, for every \( \gamma, \gamma' \in (0, 1] \), one has the bound

\[
\|Q_\gamma - Q_{\gamma'}\|_d \leq C|\gamma - \gamma'|^\beta.
\]

**Proof.** The decomposition (6.22) suggests a natural coupling between \( w^\gamma \) and \( w_{\gamma'} \) by building them from the same basic building blocks \( Y \) and \( B \). The characterisation of
the Bessel-3 process as the norm of a 3-dimensional Brownian motion, together with standard hitting estimates for Brownian motion, imply that

\[ P(|\tau_\gamma - \tau_{\gamma'}| > \zeta) \leq 1 \wedge \frac{C|\gamma - \gamma'|}{\zeta^{3/2}} , \]

so that in particular \( P(|\tau_\gamma - \tau_{\gamma'}| \geq \sqrt{|\gamma - \gamma'|}) \leq C|\gamma - \gamma'|^{1/4} \). The result now follows from the fact that both \( B \) and \( Y \) are almost surely \( \alpha \)-Hölder continuous for every \( \alpha < \frac{1}{2} \).

**Lemma 6.15** Let \( B_\gamma^\varepsilon \) be a Brownian motion starting at \( z \), conditioned to hit \( \gamma \) before 0, and stopped upon its return to 0. Then, for every \( \beta < 1 \), there exists a constant \( C \) depending on \( \beta \) such that the bound

\[ \|D(B_\gamma^\varepsilon) - Q_\gamma\|_d \leq C \varepsilon^{\beta} , \]

holds uniformly over \( \varepsilon \in (0, \gamma \wedge 1] \) and \( \gamma > 0 \).

**Proof.** Let \( w^\gamma \) be as above and let \( \tau_\varepsilon \) be the first passage time of \( w^\gamma \) through \( \varepsilon \). Then, it follows from the decomposition (6.22) that one has the exact identity

\[ B_\gamma^\varepsilon(\cdot) \law = w^\gamma(\cdot - \tau_\varepsilon) . \]  

(6.23)

It then follows from the small ball estimates of Brownian motion that, for every \( \bar{\zeta} < 2 \), one has the bound

\[ P(\tau_\varepsilon \geq \varepsilon \bar{\zeta}) \lesssim \varepsilon . \]

The desired estimate then follows at once from the Hölder regularity of \( w^\gamma \).

**Proposition 6.16** Let \( \alpha \in (0, \frac{1}{8}) \). Suppose further that \( \gamma > 0 \) is fixed and denote by \( y_\gamma^\varepsilon \) the random walk \( y_\varepsilon \) conditioned to hit \( [\gamma, \infty) \) before hitting \( \mathbb{R}_- \) and stopped when it then hits \( \mathbb{R}_- \). Assume that \( y_0^\varepsilon = \varepsilon^\alpha \). Then the law of \( y^\gamma \) converges weakly to \( Q_\gamma \) as \( \varepsilon \to 0 \). Furthermore, for every \( \beta > 0 \), there exists a constant \( C \) such that the bound

\[ \|D(y^\gamma) - Q_\gamma\|_d \leq C(\sqrt{\gamma \varepsilon^{\frac{8}{5} - \alpha}} + \varepsilon^{\alpha - \beta}) , \]

holds uniformly over all \( \varepsilon \leq 1 \) and \( \gamma \in [\varepsilon^\alpha, 1] \).

**Proof.** By Lemma 6.15, it suffices to compare the law of \( y^\gamma \) with that of \( B_\gamma^\varepsilon \), which is itself going to be a consequence of Lemma 6.13.

To see this, we partition the state space \( \mathcal{Y} = \{ w \in C([0, 1], \mathbb{R}) : w_0 = \varepsilon^\alpha \} \) into three sets in the following way. Given a continuous function \( w \) with \( w_0 \in (0, \gamma) \), we set \( \tau = 1 \wedge \inf\{ t > 0 : w_t \notin [0, \gamma] \} \), and we define sets \( A^{(i)} \) with \( i \in \{1, 2, 3\} \) by

\[ A^{(1)} = \{ w : w_t = 0 \} , \quad A^{(2)} = \{ w : w_\tau = \gamma \} , \quad A^{(3)} = \{ w : \tau = 1 \} . \]
Define furthermore functions $F_\gamma$ and $F_\gamma^z$ on $\mathcal{Y}$ by

$$F_\gamma(w) = \frac{w_\gamma}{\gamma}, \quad F_\gamma^z(w) = \begin{cases} 0 & \text{if } w \in A^{(1)}, \\ 1 & \text{if } w \in A^{(2)}, \\ \bar{P}_\gamma^z w & \text{if } w \in A^{(3)}, \end{cases}$$

where $\bar{P}_\gamma$ is defined as in (5.13). With these definitions at hand, if we set $\mu = \mathcal{D}(y)$ with $\bar{y}_0 = \epsilon^\alpha$, $\pi = \mathcal{D}(B_{2\alpha})$, $\bar{D}_\mu = F_\gamma^z$, and $\bar{D}_\pi = F_\gamma$, then we are precisely in the setting of Lemma 6.13 with $\bar{\mu} = \mathcal{D}(y^z)$ and $\bar{\pi} = \mathcal{D}(B_{2\alpha})$.

Note first that, since $F_\gamma$ is precisely the probability that a Brownian motion started from $w_1$ hits $\gamma$ before 0, we have

$$\delta = \int \mathcal{D}_\pi(w)\pi(dw) = \frac{\epsilon^\alpha}{\gamma}.$$ 

Furthermore, it follows from Corollary 5.2 (and from the fact that $F_\gamma$ and $F_\gamma^z$ coincide outside of $A^{(3)}$) that

$$\epsilon_1 = \sup_w |F_\gamma(w) - F_\gamma^z(w)| \lesssim \frac{\epsilon^{\frac{4}{3}}}{\gamma}.$$ 

(We could have replaced $\frac{1}{3}$ by any exponent less than $\frac{1}{2}$ here.) Regarding the distance between the unconditioned measures, we obtain from [Fra73] the bound

$$\epsilon_2 = \|\mu - \pi\|_d \lesssim \epsilon^{\frac{1}{3}}.$$ 

It thus remains to obtain a bound on $\bar{A}_\gamma$. By the definition of $A_\gamma$ and of $F_\gamma$, $w \in A_\gamma$ implies that either $w \in A^{(1)} \cup A^{(3)}$ and $d(w, A^{(2)}) \leq \varrho$ or $w \in A^{(1)}$ and $d(w, A^{(3)}) \leq \varrho$. This implies that

$$A_\gamma \subset \left\{ w : \sup_{t \in [0,1]} w_t \in [\gamma - \varrho, \gamma] \right\} \cup \left\{ w : \inf_{t \in [0,1]} w_t \in [-\varrho, 0] \right\},$$

so that

$$\bar{A}_\gamma \subset \left\{ w : \sup_{t \in [0,1]} w_t \in [\gamma - 2\varrho, \gamma + \varrho] \right\} \cup \left\{ w : \inf_{t \in [0,1]} w_t \in [-2\varrho, \varrho] \right\}.$$ 

Since (by the reflection principle) the law of the extremum of Brownian motion over a finite time interval has a smooth density with respect to Lebesgue measure, there exists a constant $C_\gamma$ independent of $\epsilon$ and $\delta$ such that $\pi(\bar{A}_\gamma) \leq C_\gamma$.

Inserting these bounds into Lemma 6.13, we thus obtain the bound

$$\|\mathcal{D}(y^z) - \mathcal{D}(B_{2\alpha})\|_d \lesssim \frac{\epsilon^{\frac{1}{3}}}{\varrho^{\frac{1}{3}}} \left( \frac{\epsilon^\frac{1}{3}}{\varrho} + \epsilon^{\frac{1}{3}} + \varrho \right).$$

Setting $\varrho = \epsilon^{\frac{1}{3}} \gamma^{-\frac{1}{3}}$ completes the proof. \hfill $\square$

We now have all the ingredients required for the proof of Theorem 6.12.

**Proof of Theorem 6.12.** Assume as in previous proof that $y_0^\gamma$ is the random walk $y_0$ conditioned to hit $[\gamma, \infty)$ before hitting $\mathbf{R}_-$ and stopped when it then hits $\mathbf{R}_-$. In contrast to the above setup we now assume that $y_0^\gamma = z\sqrt{\varrho}$ for some $z \geq 0$. Let $k_0$ be given by

$$k_0 = \inf \{ k > 0 : y^\gamma_{k_0} \geq \epsilon \varrho \}.$$
It then follows from [Fra73], combined with standard small ball estimates for Brownian motion that, for every $\beta < \frac{1}{8}$ and every $p > 0$ there exists a constant $C$ such that
\[ P(\varepsilon k_0 > \varepsilon^\beta) \lesssim \varepsilon^p, \tag{6.24} \]
uniformly over $\varepsilon \leq 1$, for all $z$ such that $z\sqrt{\varepsilon} \leq \varepsilon^{\frac{1}{16}}$. Furthermore, the probability that $y_{k_0}^\gamma > 2\varepsilon^{\frac{1}{16}}$ (say) is exponentially small in $\varepsilon$, again uniformly over $x$. It then follows from Proposition 6.16 (choosing $\alpha = \frac{1}{16}$) that, for every $\beta < \frac{1}{16}$ one can construct a joint realisation of $y^\gamma$ and $w^\gamma$ such that
\[ \mathbb{E}d(y^\gamma, w^\gamma(\cdot - \varepsilon k_0)) \lesssim \varepsilon^{\beta}. \]
(Here we extend $w^\gamma$ by setting it to 0 for negative times.) On the other hand, the Hölder regularity of the sample paths of $w^\gamma$ together with (6.24) implies that
\[ \mathbb{E}d(w^\gamma, w^\gamma(\cdot - \varepsilon k_0)) \lesssim \varepsilon^{\beta}, \]
so that the bound on $\|Q_{z,\gamma}^\varepsilon - Q_{\gamma}\|_d$ follows.

In order to obtain the bound on $\|\theta \|_{-\infty}$ we make use of the same coupling between $y^\gamma$ and $w^\gamma$ as above, so that $\mathbb{E}d(y^\gamma, w^\gamma) \lesssim \varepsilon^{\beta}$. It then remains to obtain a bound on
\[ |\theta(\varepsilon y^\gamma) - \theta(\varepsilon w^\gamma)|. \]
For this, note first that, by Chebychev’s inequality, one has the bound
\[ P(d(y^\gamma, w^\gamma) \geq \varepsilon^\beta) \lesssim \varepsilon^{3-\beta}, \tag{6.25} \]
valid for every $\beta \leq \bar{\beta}$. Consider now any two paths $y^\gamma$ and $w^\gamma$ at distance less than $\varepsilon^\beta$ and define
\[ \tau_1 = 1 \wedge \inf\{t > 0 : w^\gamma(t) \leq \varepsilon^\beta\}, \quad \tau_2 = 1 \wedge \inf\{t > \tau_1 : w^\gamma(t) < -\varepsilon^\beta\}. \]
In this way, one has both $\theta(\varepsilon w^\gamma) \in [\tau_1, \tau_2]$ and $\theta(\varepsilon y^\gamma) \in [\tau_1, \tau_2]$, so that it remains to obtain a bound on $\tau_2 - \tau_1$. The explicit expression for the hitting time of a line for a Brownian motion yields
\[ P(\tau_2 - \tau_1 \geq \varepsilon^\alpha) \leq \varepsilon^{\beta - \frac{\alpha}{3}}, \]
for any $\alpha < 2\beta$. Choosing $\beta = \frac{3\bar{\beta}}{4}$ and $\alpha = \frac{2\bar{\beta}}{3}$ and combining this with (6.25), we then obtain
\[ P(|\theta(\varepsilon y^\gamma) - \theta(\varepsilon w^\gamma)| \geq \varepsilon^{\frac{3\bar{\beta}}{2}}) \lesssim \varepsilon^{\frac{3\bar{\beta}}{2}}, \]
from which the bound follows.

### 6.2.2 Convergence of recursive Poisson point processes

The aim of this section is to provide a general result allowing us to bound the distance between two recursive Poisson point processes of the same depth $n$ in terms of their respective kernels. This result is the main abstract result on which the proof of the convergence result (6.20) will be based. One difficulty that we have to overcome is that there is very little uniformity in the proximity of the kernel describing $\mu^{\varepsilon,\gamma}_{\varepsilon,\gamma}$ to the one describing $\mu^{\varepsilon,n}_{\gamma,n}$. 

\[ \square \]
Throughout this section, given a Polish space $\mathcal{X}$ with a distance function $d$ bounded by 1, we define the Wasserstein-1 distance between any two positive measures with finite mass (and not just probability measures!) by

$$
\|\mu - \pi\|_1 = \sup_{\|f\|_\infty \leq 1} \left( \int_{\mathcal{X}} f(x) \mu(dx) - \int_{\mathcal{X}} f(x) \pi(dx) \right).
$$

If $\mu$ and $\pi$ happen to have the same mass, then the additional constraint on the supremum norm $\|f\|_\infty$ of $f$ is redundant in the above expression, and we simply recover the usual Wasserstein-1 distance. In the case where the masses of $\mu$ and $\pi$ are different however, our choice of definitions ensures that

$$
\|\mu - \pi\|_1 \approx |\mu(\mathcal{X}) - \pi(\mathcal{X})| + |\mu(\mathcal{X})\| - \pi(\mathcal{X})\|_1 \|, \tag{6.26}
$$

where $\approx$ denotes that both quantities are bounded by multiples of each other, with proportionality constants that are independent of $\mu$ and $\pi$.

The main result of this section is the following:

**Theorem 6.17** Let $Q$ and $\tilde{Q} : \mathcal{X} \to \mathcal{M}_+(\mathcal{X})$ be two measurable maps and assume that the Polish space $\mathcal{X}$ is endowed with a metric $d$ bounded by 1. Let $A \subset \mathcal{X}$, $\varepsilon \in (0, 1]$ and $K \geq 1$ be such that the bounds

$$
\sup_{x \in \mathcal{X}} Q(x, \mathcal{X}) \leq K, \quad \sup_{x \in A} \tilde{Q}(x, A^c) \leq \varepsilon, \quad \sup_{x \in A} \|Q(x, \mathcal{X}) - \tilde{Q}(x, A^c)\|_1 \leq Kd(x, y), \tag{6.28}
$$

$$
\sup_{x \in A} \|Q(x, \mathcal{X}) - \tilde{Q}(x, A^c)\|_1 \leq \varepsilon. \tag{6.29}
$$

hold, where we use the notation $A^c = \mathcal{X} \setminus A$.

Fix $n > 0$, $\bar{x} \in A$ and $x \in \mathcal{X}$, and denote by $\mu^{[n]}_x$ and $\tilde{\mu}^{[n]}_x$ the recursive Poisson point processes with respective kernels $Q$ and $\tilde{Q}$. Then, there exists a coupling between $\mu^{[n]}_x$ and $\tilde{\mu}^{[n]}_x$ such that

$$
\mathbb{E}(1 \wedge \|\mu^{[n]}_x - \tilde{\mu}^{[n]}_x\|_1) \lesssim C(\sqrt{\varepsilon} + d(x, \bar{x}) \),
$$

where the proportionality constant $C$ depends only on $K$ and $n$.

**Remark 6.18** One useful feature of the way that we set up the bounds in the statement is that we only require information about the kernel $Q$ on the set $A$. In the application we have in mind, the kernel $Q$ will be the one describing $\tilde{\mu}^{[n]}_x$, while the set $A$ will consist of trajectories exhibiting “typical” behaviour at small scales.

Before we turn to the proof of this theorem, we show that if $\pi_n \to \pi$ in the Wasserstein-1 sense, then the (usual) Poisson point processes with these intensity measures also converge to each other weakly in the Wasserstein-1 distance:

**Proposition 6.19** Let $\pi$ and $\bar{\pi}$ be two finite positive measures on a Polish space $\mathcal{X}$ endowed with a metric $d \leq 1$ and let $\mu$ and $\bar{\mu}$ be the corresponding Poisson point processes on $\mathcal{X}$. Then, there exists a constant $C$ and a coupling between $\mu$ and $\bar{\mu}$ such that

$$
\mathbb{E}(1 \wedge \|\mu - \bar{\mu}\|_1) \leq C(|\pi - \bar{\pi}|_1 \wedge 1).
$$
Proof. The proof relies on the fact that, if \( \mathcal{P}(\lambda) \) denotes the Poisson distribution with parameter \( \lambda \), one has the total variation bound

\[
d_{TV}(\mathcal{P}(\lambda), \mathcal{P}(\bar{\lambda})) \leq |\lambda - \bar{\lambda}| \wedge 1, \tag{6.30}
\]

see for example [AJ06].

We can construct \( \mu \) (and similarly for \( \bar{\mu} \)) in the following way. First, draw a Poisson random variable \( N \) with parameter \( \pi(X) \). Then, draw \( N \) independent random variables \( \{X_1, \ldots, X_N\} \) with law \( \pi/\pi(X) \) and set

\[
\mu = \sum_{k=1}^{N} \delta_{X_k}. \tag{6.31}
\]

By (6.30), we can now construct a Poisson random variable \( \bar{N} \) with parameter \( \bar{\pi}(X) \) such that

\[
\mathcal{P}(\bar{N} \neq N) \leq |\pi(X) - \bar{\pi}(X)|. \tag{6.32}
\]

Assuming that \( \bar{N} = N \), we can then draw random variables \( \{\bar{X}_1, \ldots, \bar{X}_N\} \) in such a way that the pairs \( (\bar{X}_k, X_k) \) are distributed according to a coupling between \( \pi/\pi(X) \) and \( \bar{\pi}/\bar{\pi}(X) \) that minimises their expected distance. If \( \bar{N} \neq N \), then we simply draw \( \{\bar{X}_1, \ldots, \bar{X}_N\} \) according to \( \bar{\pi}/\bar{\pi}(X) \), independently of the \( X_k \).

If we then define \( \bar{\mu} \) similarly to (6.31), it follows that

\[
\|\mu - \bar{\mu}\|_1 \leq \left\{ \begin{array}{ll}
N\frac{|\pi(X) - \bar{\pi}(X)|}{|\pi(X) - \bar{\pi}(X)|} & \text{if } N = \bar{N}, \\
N + \bar{N} & \text{otherwise}.
\end{array} \right.
\]

As a consequence, we obtain the bound

\[
\mathbb{E}(1 \wedge \|\mu - \bar{\mu}\|_1) \leq \mathcal{P}(N \neq \bar{N}) + \frac{\|\pi(X) - \bar{\pi}(X)\|_1}{N + \bar{N}} \mathbb{E}N,
\]

so that the claim follows from (6.32), the definition of \( N \), and (6.26).

Proof of Theorem 6.17. Note first that, by combining the first bound in (6.28) with the second bound in (6.29), we obtain the bound

\[
\sup_{x \in A} \bar{Q}(x, \mathcal{X}) \leq K + \varepsilon.
\]

It follows that we have the recursive bound

\[
\mathbb{E}(\mu^n_x(A) | \mu^{[n-1]}_x(A^c) = 0) \leq 2K\mathbb{E}(\mu^{[n-1]}_x(A) | \mu^{[n-2]}_x(A^c) = 0),
\]

so that, since \( \mu^0_x(A) = 1 \) by assumption,

\[
\mathbb{E}(\mu^n_x(A) | \mu^{[n-1]}_x(A^c) = 0) \leq (2K)^n. \tag{6.33}
\]

On the other hand, defining the positive measures \( \pi^n \) and \( \bar{\pi}^n \) by

\[
\pi^{n+1} = \int_{\mathcal{X}} Q(y) \mu^n_x(dy) \quad \text{and} \quad \bar{\pi}^{n+1} = \int_{\mathcal{X}} \bar{Q}(y) \bar{\mu}^n_x(dy)
\]
we have the inequality
\[
P(\bar{\mu}_2^{[n]}(A) > 0) \leq P(\bar{\mu}_2^{[n-1]}(A^c) > 0) + P(\bar{\mu}_2^{n}(A^c) > 0 | \bar{\mu}_2^{[n-1]}(A^c) = 0)
\]
\[
\leq P(\bar{\mu}_2^{[n-1]}(A^c) > 0) + E(\bar{\mu}_2^{[n]} \mid \bar{\mu}_2^{[n-1]}(A^c) = 0)
\]
\[
\leq P(\bar{\mu}_2^{[n-1]}(A^c) > 0) + \varepsilon D + P(\bar{\mu}_2^{n}(A) > D \mid \bar{\mu}_2^{[n-1]}(A^c) = 0)
\]
\[
\leq P(\bar{\mu}_2^{[n-1]}(A^c) > 0) + \varepsilon D + \frac{1}{D} E(\bar{\mu}_2^{n-1}(A) \mid \bar{\mu}_2^{[n-1]}(A^c) = 0)
\]
\[
\leq P(\bar{\mu}_2^{[n-1]}(A^c) > 0) + \varepsilon D + \frac{(2K)^{n-1}}{D},
\]
which is valid uniformly over all \(D > 0\). Choosing \(D \sim 1/\varepsilon\), we thus obtain the recursion relation
\[
P(\bar{\mu}_2^{[n]}(A^c) > 0) \leq P(\bar{\mu}_2^{[n-1]}(A^c) > 0) + C\sqrt{\varepsilon},
\]
from which it follows that
\[
P(\bar{\mu}_2^{[n]}(A^c) > 0) \leq C\sqrt{\varepsilon},
\]
(6.34)
where in both cases the constant \(C\) depends on \(K\) and \(\eta\), but not on \(\varepsilon\).

Note now that we have the bound
\[
\|\pi^{n+1} - \bar{\pi}^{n+1}\|_1 \leq \left\| \int_X Q(y) (\mu^n_x - \bar{\mu}^n_x) (dy) \right\| + \int_X \|Q(y) - \bar{Q}(y)\|_1 \bar{\mu}^n_x (dy)
\]
\[
\leq \|\mu^n_x - \bar{\mu}^n_x\|_1 (\text{Lip}(Q) + \|Q\|_\infty) + \varepsilon \bar{\mu}^n_x (A) + \int_X \|Q(y) - \bar{Q}(y)\|_1 \bar{\mu}^n_x (dx),
\]
so that the bound
\[
1 \wedge \|\pi^{n+1} - \bar{\pi}^{n+1}\|_1 \leq 2K(\|\mu^n_x - \bar{\mu}^n_x\|_1 \wedge 1) + \varepsilon D + \mathbf{1}_{\bar{\mu}^n_x(A) > D} + \mathbf{1}_{\bar{\mu}^n_x(A^c) > 0},
\]
is valid for every \(D > 0\). Furthermore, by Chebyshev’s inequality and (6.33)–(6.34), one has
\[
P(\bar{\mu}^n_x(A) > D) \leq P(\bar{\mu}^n_x(A) > D \mid \bar{\mu}^{n-1}_x(A^c) = 0) + P(\bar{\mu}^{n-1}_x(A^c) > 0)
\]
\[
\leq \frac{K}{D} + C\sqrt{\varepsilon}.
\]
Choosing again \(D \sim \sqrt{\varepsilon}\), we thus obtain the bound
\[
E(1 \wedge \|\pi^{n+1} - \bar{\pi}^{n+1}\|_1) \leq 2K E(\|\mu^n_x - \bar{\mu}^n_x\|_1 \wedge 1) + C\sqrt{\varepsilon}.
\]
Applying Proposition 6.19, we conclude that, given \(\mu^n_x\) and \(\bar{\mu}^n_x\), it is possible to construct a coupling between \(\mu^{n+1}_x\) and \(\bar{\mu}^{n+1}_x\) such that
\[
E(1 \wedge \|\mu^{n+1}_x - \bar{\mu}^{n+1}_x\|_1) \lesssim E(1 \wedge \|\mu^n_x - \bar{\mu}^n_x\|_1) + \sqrt{\varepsilon},
\]
from whence the claim now follows at once. \(\square\)
6.2.3 Convergence of the truncated distributions

We are now in a position to provide the proof of (6.20). Again, throughout this section, we make the standing assumption that the one-step distribution $\nu$ for the random walk (6.1) has some exponential moment. We also use the notations $\tilde{\nu}^{\varepsilon}\left[i\right]$ and $\mu^{\left[i\right]}$ from (6.20). Let $\mathcal{E}$ be the space of real-valued excursions as before. We then introduce the map $\mathcal{F}^{\varepsilon}: \mathcal{E} \rightarrow \mathcal{M}_{+}(\mathbb{R}^{2})$ given by

$$\mathcal{F}^{\varepsilon}(w)(dz, dt) = ae^{\frac{a\varepsilon}{2}} \sum_{k \in [0, 1]} e^{a\varepsilon} \delta_{z_k}(dt) 1_{[0, \Delta^{\varepsilon}w]}(z) dz, \quad (6.35)$$

where $\delta_{z}$ denotes the Dirac measure located at $z$, $\Delta^{\varepsilon}w_{k}$ is defined by

$$\Delta^{\varepsilon}w = \frac{w(k+1)e - w_k e}{\varepsilon},$$

and we used the convention that $1_{[0, z]} = 0$ if $z < 0$.

As before, denote by $Q^{\varepsilon}_{z, \gamma}$ the law of the random walk (6.1), starting at $z \sqrt{\varepsilon}$, and conditioned to hit level $\gamma$ before becoming negative. We stop it as soon as it hits $\mathbb{R}^{+}$, so that we interpret $Q^{\varepsilon}_{z, \gamma}$ as a measure on $\mathcal{E}_{0}$. Recall also that $\tilde{P}_{z, \gamma}/\sqrt{\varepsilon}$, with $\tilde{P}_{z, \gamma}$ defined as in Section 5.1.2 denotes the probability that this event actually happens.

With this notation, the measure $Q^{\varepsilon}_{\gamma}$ describing $\tilde{\nu}^{\varepsilon}\left[i\right]$ (i.e. $Q^{\varepsilon}_{\gamma}(w, \cdot)$ is the intensity measure of $\mathcal{F}^{\varepsilon}(w)$) is given by

$$Q^{\varepsilon}_{\gamma}(w, \cdot) = \int_{\mathbb{R}^{2}} \Theta_{w, \varepsilon}^{\gamma} Q^{\varepsilon}_{z, \gamma} \tilde{P}_{z, \gamma}/\sqrt{\varepsilon} \frac{\mathcal{F}^{\varepsilon}(w)(dz, dt)}{\sqrt{\varepsilon}} = \int_{\mathbb{R}^{2}} \left( \frac{1}{\gamma} \Theta_{w, \varepsilon}^{\gamma} Q^{\varepsilon}_{z, \gamma} \right) \left( \frac{\gamma}{\sqrt{\varepsilon}} \tilde{P}_{z, \gamma}/\sqrt{\varepsilon} \right) \mathcal{F}^{\varepsilon}(w)(dz, dt).$$

Note now that if $w$ is a typical realisation of $Q^{\varepsilon}_{z, \gamma}$, then $\mathcal{F}^{\varepsilon}(w)$ is expected to be close to the measure

$$\mathcal{F}(w) = 1_{[w(0, 1)]}(t) dt \otimes \nu(dz),$$

where $\nu$ is the measure on $\mathbb{R}$, given by

$$\int G(z) \nu(dz) = \int_{0}^{\infty} \int_{0}^{\infty} G(y) dy \nu(dz),$$

for any test function $G$. This is because $e^{a\varepsilon \Delta^{\varepsilon}w} \sim 1$ and the law of $\Delta^{\varepsilon}w$ would be given by $\nu$, were it not for the conditioning.

On the other hand, the kernel $Q_{\gamma}$ describing the truncated Brownian fan $\mu^{\left[i\right]}$ with parameter $a$ is given by

$$Q_{\gamma}(w, \cdot) = \frac{a}{2\delta} \int_{[w(0, 1)]} \Theta_{w, \varepsilon}^{\gamma} Q_{\gamma} dt = \frac{1}{\delta} \int_{\mathbb{R}^{2}} \Theta_{w, \varepsilon}^{\gamma} Q_{\gamma} G(z) \mathcal{F}(w)(dz, dt), \quad (6.36)$$

where $Q_{\gamma}$ is the law of a Brownian excursion conditioned to reach level $\gamma$. This is the case because of the well-known fact that $\frac{1}{\delta} Q_{\gamma}$ is the law of the unnormalised Brownian excursion restricted to the set of excursions reaching level $\gamma$. The second identity in (6.36) is a consequence of the definition of $\nu$, combined with Proposition 5.3. With these notations at hand, we have:
Proposition 6.20  Consider the setting and assumptions of Theorem 6.11. For every \( \delta < \frac{1}{32} \), there exists a constant \( C \) depending on \( \gamma, n \) and \( \delta \) such that

\[
E(1 \wedge \|\tilde{\nu}^{[n]} - \nu^{[n]}\|_1) \leq C \varepsilon^\delta ,
\]

uniformly over \( \varepsilon \leq \varepsilon_0 \) for some \( \varepsilon_0 \) small enough.

Proof. We apply Theorem 6.17 with \( Q = Q_\gamma^\varepsilon, \tilde{Q} = Q_\varepsilon^{\tilde{\gamma}} \), and \( A \) to be determined. Using the results obtained earlier in this section, it turns out that the assumptions are then relatively straightforward to check.

For convenience, we introduce the notation

\[
\tilde{\mathcal{J}}^\varepsilon(w)(dz, dt) = G(x) \tilde{\mathcal{J}}^\varepsilon(w)(dz, dt) ,
\]

and similarly for \( \mathcal{J}^\varepsilon \). We also denote by \( \Pi_2 : \mathbb{R}^2 \to \mathbb{R} \) the projection onto the second component, so that \( \Pi_2^\varepsilon \mathcal{J}^\varepsilon(w) \) (and similarly for \( \tilde{\mathcal{J}}^\varepsilon \)) is the projection of \( \mathcal{J}^\varepsilon(w) \) onto the \( t \)-component. We also denote by \( \Omega_\varepsilon \subset \mathcal{E} \) the subset of excursions given by

\[
\Omega_\varepsilon = \Omega_\varepsilon^{(1)} \cap \Omega_\varepsilon^{(2)} ,
\]

where we set

\[
\Omega_\varepsilon^{(1)} = \{ w \in \mathcal{E} : \mathcal{J}^\varepsilon(w)(\{ x > \varepsilon^{-1/3} \}) = 0 \} ,
\]

\[
\Omega_\varepsilon^{(2)} = \{ w \in \mathcal{E} : \| \Pi_2^\varepsilon \mathcal{J}^\varepsilon(w) - \Pi_2^\varepsilon \tilde{\mathcal{J}}^\varepsilon(w) \|_1 \leq \varepsilon^{1/10} \} .
\]

Also, in the definition of \( \Omega_\varepsilon^{(2)} \), the Wasserstein-1 distance is taken with respect to the somewhat unusual distance on \( \mathbb{R} \) given by

\[
d(t, t') = 1 \wedge |t - t'|^{1/3} . \tag{6.37}
\]

The reason for this seemingly strange choice will become clear later. The set \( \Omega_\varepsilon \) defined in this way will play the role of \( A \) when applying Theorem 6.17.

Note first that \( \tilde{Q}_\varepsilon(w, \mathcal{X}) \leq \frac{\varepsilon}{2\gamma} \), which is bounded independently of \( w \). Furthermore, one has the bound

\[
\| \tilde{Q}_\varepsilon(w, \mathcal{X}) - Q_\gamma(\tilde{w}, \mathcal{X}) \|_1 \leq \frac{\alpha}{2\gamma} \int_{(w,t) \in (\mathcal{E}) \cap [0,1]} \| \Theta_w^* Q_\gamma - \Theta_w^* \tilde{Q}_\varepsilon \|_1 dt \\
+ \frac{\alpha}{2\gamma} [(s(w) - s(\tilde{w})) + |\varepsilon(w) - \varepsilon(\tilde{w})|] .
\]

Since furthermore \( \| \Theta_w^* Q_\gamma - \Theta_w^* \tilde{Q}_\varepsilon \|_1 \leq |w_1 - \tilde{w}_1| \), it does indeed follow that \( Q \) is globally Lipschitz continuous as required, so that (6.28) holds with some constant \( K \) depending on \( \gamma \).

It remains to check that (6.29) holds, with \( \varepsilon \) replaced by some power of \( \varepsilon \). By Theorem 6.12, we already know that there exists a constant \( C \), possibly depending on \( \gamma \), such that

\[
\| \tilde{Q}_\varepsilon^\gamma - Q_\gamma \|_1 \leq C \varepsilon^\delta ,
\]

for any exponent \( \delta \in (0, \frac{1}{10}) \), and uniformly over all \( z \leq \varepsilon^{-1/3} \). As a consequence, for every \( w \in \Omega_\varepsilon \), we have the bound

\[
\| \tilde{Q}_\varepsilon^\gamma(w, \mathcal{X}) - Q_\gamma^\varepsilon(w, \mathcal{X}) \|_1 \leq \frac{1}{\gamma} \int_{\mathbb{R}^2} \left( \frac{\gamma}{\sqrt{2\varepsilon}} \frac{\xi}{P_2^\varepsilon - G(z)} \right) \tilde{\mathcal{J}}^\varepsilon(w)(dz, dt)
\]
where \( \text{Lip} \Theta_{w,t}^*, \mathbf{Q}_\gamma \) denotes the quantity

\[
\text{Lip} \Theta_{w,t}^*, \mathbf{Q}_\gamma = \sup_{t \neq t'} \frac{\| \Theta_{w,t}^*, \mathbf{Q}_\gamma - \Theta_{w,t'}^*, \mathbf{Q}_\gamma \|_1}{1 + \sqrt{t - t'}} .
\]

It is at this stage that the choice (6.37) of distance function becomes clear: with respect to the usual Euclidean distance, the map \( t \mapsto \Theta_{w,t}^*, \mathbf{Q}_\gamma \) would not be Lipschitz continuous. In this way however, it follows immediately from the Hölder continuity of Brownian motion that \( \text{Lip} \Theta_{w,t}^*, \mathbf{Q}_\gamma < \infty \).

Furthermore, it follows from the definition of \( \Omega_{\gamma,20}^\varepsilon \) that \( \bar{f}_\varepsilon(z)(\mathbf{R}^2) \) is bounded by a constant independent of \( w \) and \( \varepsilon \). Since \( G(x) \) is bounded from below by a constant, this implies that the same is true of \( \bar{f}_\varepsilon(w)(\mathbf{R}^2) \). Combining these bounds, we then obtain

\[
\| \mathbf{Q}_\gamma(w, \mathcal{X}) - \mathbf{Q}_\varepsilon(w, \mathcal{X}) \|_1 \leq C \gamma \varepsilon^\delta ,
\]

for some constant \( C \) and any \( \delta < \frac{1}{10} \).

In order to complete the proof, it thus remains to show that \( \inf_{z \in \Omega_e^\varepsilon} \mathbf{Q}_\varepsilon^\gamma(w, \Omega_e^\varepsilon) \to 0 \) sufficiently fast as \( \varepsilon \to 0 \), where \( \Omega_e^\varepsilon \) denotes the complement of \( \Omega_e \). As a consequence of the definition of \( \Omega_e^\varepsilon \), this follows if we can show that \( \mathbf{Q}_\varepsilon^\gamma(\Omega_e^\varepsilon) \to 0 \) as \( \varepsilon \to 0 \), uniformly over all \( z \leq \varepsilon^{-1/3} \). Instead of considering \( \mathbf{Q}_\varepsilon^\gamma \), it is much easier to consider \( \mathbf{Q}_\varepsilon \), the law of the rescaled random walk (6.1) over the time interval \( [0, 1] \).

Observe that \( \mathbf{Q}_\varepsilon^\gamma \) is obtained from \( \mathbf{Q}_\varepsilon \) by first conditioning on the event that \( \gamma \) is reached before the walk becomes negative and then stopping the walk. By Proposition 5.1, the probability of this event is bounded from below by \( C \sqrt{\varepsilon} \) for some constant \( C \) depending on \( \gamma \) but independent of \( z \in [0, \varepsilon^{-1/3}] \). Therefore it is sufficient to find a set \( \Xi_e \) with the following two properties:

- There exists an exponent \( \zeta > \frac{1}{3} \) and a constant \( C \) such that \( \mathbf{Q}_\varepsilon^\gamma(\mathcal{X} \setminus \Xi_e) \leq C \varepsilon^\zeta \) for every \( \alpha \leq 1 \) and every \( z \in [0, \varepsilon^{-1/3}] \).
- For every \( w \in \Xi_e \) and every \( t \in [0, 1] \), the path \( \bar{w} \) obtained from \( w \) by stopping it at time \( t \) belongs to \( \Omega_e^\varepsilon \).

In order to determine whether a path \( w \) belongs to \( \Xi_e \), we “coarse-grain” it into pieces of length \( \varepsilon^{1/3} \) (the precise exponent is not very important as we do not endeavour to obtain optimal convergence rates) and we impose that the contribution of \( \bar{f}_\varepsilon(\bar{w}) \) on each piece is very close to what it should be. In other words, setting \( I_k \subset [0, 1] \) by \( I_k = [\varepsilon^{1/3} k, \varepsilon^{1/3}(k+1)) \), we define \( \Xi_e \) as

\[
\Xi_e = \Omega_e^{(1)} \cap \left\{ w : \left| \Pi_2^\varepsilon \bar{f}_\varepsilon(\bar{w})(I_k) - \frac{\alpha}{2} |I_k| \right| \leq \sqrt{\varepsilon} \right\} ,
\]

where \( |I_k| \) denotes the length of the interval \( I_k \).

We first note that if \( w \in \Xi_e \) and \( t \in [0, 1] \), then the path \( \bar{w} \) obtained by stopping \( w \) at time \( t \) does belong to \( \Omega_e^\varepsilon \). Since \( \bar{f}_\varepsilon(\bar{w}) \leq \bar{f}_\varepsilon(w) \), \( w \in \Omega_e^{(1)} \) implies that \( w \in \Omega_e^{(1)} \). Denote now by \( \eta^\varepsilon \) the measure \( \eta^\varepsilon = \Pi_2^\varepsilon \bar{f}_\varepsilon(\bar{w}) \) and by \( \eta \) the target measure, namely
\[ \eta = \frac{3}{2} \lambda_{[0,1]}, \] where \( \lambda \) denotes the Lebesgue measure. By the assumption on \( \tilde{\mathcal{F}}^\varepsilon(w) \), it follows that one has \( |\eta^r(I_k) - \eta(I_k)| \leq \sqrt{\varepsilon} \) for each of the intervals \( I_k \), except possibly for the interval containing \( t \). As a consequence, denoting by \( \eta_k^r \) and \( \eta_k \) the restrictions of \( \eta^r \) and \( \eta \) to \( I_k \), one obtains for all \( k \) such that \( t \notin I_k \) the bound

\[ \| \eta_k^r - \eta_k \|_1 \leq e^{\frac{1}{2} + \frac{1}{2}} + e^{\frac{1}{2}}. \]

(Recall that we use the distance function (6.37), this is the reason for the exponent \( \frac{1}{2} \).)

Summing over \( k \) and using the fact that \( \| \eta_k^r - \eta_k \|_1 \leq C \varepsilon^{1/3} \) for the value \( k \) such that \( t \in I_k \), it follows that one has \( \| \eta^r - \eta \|_1 \leq C \varepsilon^{1/9} \), which indeed implies that \( \tilde{w} \in \Omega_\varepsilon \), at least for \( \varepsilon \) small enough.

It remains to show that \( Q_\varepsilon^c(\mathcal{E} \setminus \Xi_\varepsilon) \leq C \varepsilon^3 \) for sufficiently large \( \zeta \). Observe first that \( Q_\varepsilon^c(\mathcal{E} \setminus \Omega_\varepsilon^{(1)}) \leq C \varepsilon^p \) for every \( p > 0 \) thanks to the fact that the distribution \( \nu \) of the steps of our random walk has exponential tails.

To obtain the required bound on \( Q_\varepsilon^c(\mathcal{E} \setminus \Xi_\varepsilon) \), we use the fact that \( \Pi_2 \tilde{\mathcal{F}}^\varepsilon(w)(I_k) \) consists of the sum of \( e^{-2/3} \) i.i.d. copies of a random variable \( Y \) with law given by

\[ Y \equiv a \varepsilon \int_0^Z e^{a \sqrt{\varepsilon} z} G(z) \, dz, \quad \mathcal{D}(Z) = \nu, \]

where \( \nu \) is the one-step distribution of the underlying random walk. Note now that, as a consequence of Proposition 5.3 and the fact that \( \nu \) admits some exponential moment, one has

\[ EY = \frac{a}{2} \varepsilon + O(\varepsilon^{3/2}), \]

for all \( \varepsilon \) sufficiently small. Similarly, it is straightforward to check that \( E|Y|^p = O(\varepsilon^p) \) for every \( p > 0 \). As a consequence, one has for every \( p > 0 \) the bound

\[ E \left| \Pi_2 \tilde{\mathcal{F}}^\varepsilon(w)(I_k) - \frac{a}{2} |I_k| \right|^p \leq C \varepsilon^{2p/3}, \]

for a constant possibly depending on \( p \). It immediately follows that

\[ P \left( \left| \Pi_2 \tilde{\mathcal{F}}^\varepsilon(w)(I_k) - \frac{a}{2} |I_k| \right| > \sqrt{\varepsilon} \right) \leq C \varepsilon^p, \]

for every \( p > 0 \). Summing over \( k \) and combining this with the previously obtained bound on \( Q_\varepsilon^c(\mathcal{E} \setminus \Omega_\varepsilon^{(1)}) \), we conclude that \( Q_\varepsilon^c(\mathcal{E} \setminus \Xi_\varepsilon) \leq C \varepsilon^p \) for every \( p > 0 \), which concludes our proof. \( \square \)
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